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1. Introduction

Sharp estimates arise in many contexts in probability and analysis, and the infor-
mation about the best constants involved often provides an additional insight into the
structure of the problem under investigation. Given a sharp bound, it is then natural
to ask about the extremizers, i.e., those quantities for which the estimate becomes an
equality. Having identified these, the next step is to consider the following stability
question. Assume that the bound is almost an equality; how far is the inserted quan-
tity from being an extremizer? Such questions appear in many places in analysis; see
e.g. [4], [7], [8], [9], [10], and [11].

The purpose of this paper is to study such a stability problem in the context of
weighted LP bounds for maximal operators. We start with the necessary background
and notation. The dyadic maximal operator M on the unit cube [0, 1]™ is an operator
acting on integrable functions ¢: [0,1]"™ — R by the formula

Mep(x) = sup {Kl?'/Q lo:xz € @, Q C[0,1]™ is a dyadic cube} ,

where the integration is with respect to the Lebesgue measure. This operator, as well
as its global version on R™ is of fundamental importance for analysis, probability
theory, and PDEs, and the questions about its boundedness on various function spaces
have been studied extensively in the literature. Our motivation stems from the classical
sharp L? inequality

p
(1.1) Mol e (jo,1m) < EH‘PHU’([O,I]’"% 1<p<oo.
What are the extremizers of this estimate? Only trivial: it turns out that the inequality

is strict, unless ||o||Le(j0,11m) =0 or [[¢]|Lr([0,1]m) = 00. However, there is an intriguing
structural property of the functions for which both sides are almost equal. Namely, for
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any € >0 there is ¢(®) € LP for which the pointwise identity M(©) = (% —¢)¢(® holds
true. Therefore, the family (cp(a))€>0 can be regarded as an approximate eigenfunction
of M associated with the eigenvalue p/(p — 1). Treating this family as the extremal
for (1.1), Melas ([15]) established the following related stability result. If 2 < p < oo
is a fixed exponent, € > 0 is a small number, and ¢ is any nonnegative function
satisfying
p
Mol ooy > (p_ 1 —e) e 0.

then

< cp |0l Lo (0,11m)
Lr([0,1]™)

H Mo Py
p—1
for some constant ¢, depending only on p, and the exponent 1/p is the best possible.
In other words, if ¢ is almost extremal for the LP-estimate, then it is close, in the LP-
sense, to being an eigenfunction of M corresponding to the eigenvalue p/(p — 1).
Actually, Melas proved the above statement in the wider context: he considered
nonatomic probability spaces equipped with atomic filtrations (see below).

There are several natural extensions of the above statement. For example, one can
study the version of Melas’ result in the range 1 < p < 2, investigate the stability
of other types of estimates, or consider wider classes of maximal operators (e.g.,
associated with a given martingale structure). In what follows, we will inspect the
problem of stability of weighted analogues of (1.1). We need more definitions. Suppose
that w is a weight on [0, 1]™, i.e., a nonnegative, integrable function on the unit cube,
and let 1 < p < oo be a fixed exponent. A classical result of Muckenhoupt ([16])
asserts that M is bounded as an operator on the weighted LP space

1/p
LP(w) =< ¢: [0,1]" > R: ||g0||Lp(w) = (/ ¢|pwdx> < 0

(0,1]

if and only if w belongs to the dyadic A, class. The latter means that the quantity

- ) (@ )

where the supremum is taken over all dyadic cubes in [0,1]™, is finite. In [23],
the second-named author established the sharp quantitative bound for the norm
M| Lp (w)— L (w)- To describe this result, we need to introduce an auxiliary parame-
ter. For given ¢ > 1 and 1 < p < oo, let d = d(p,¢) € [1,p) be the unique solution of
the equation

(1.2) cd(p—d)P~t = (p—1)"" L.
Then we have the estimate

p
1.3 M| L (w ) S ———————,

which is sharp in the following sense: for any 1 < p < oo, any ¢ > 1, and any € > 0
there is a weight w satisfying [w]a, < cand || M| Lr(w)—Lr@w) >p/(p — d(p, [w]a,))—¢.
This immediately gives rise to the question about the corresponding stability result.
Here is one of the main results of this paper.
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Theorem 1.1. Let 1 < p < oo, ¢c>1, and € > 0 be fired. Assume further that a
weight w and a nonnegative function ¢ on [0,1]% satisfy [w]a, < ¢, ¢ € LP(w), and

p
Mol ppwy > | ——— — P (w)-
IMlzrcy > (5= = ) elr
Then there is a finite constant c, depending only on p such that

< ¢ sl/max{p72} ||SO||LP(w)
Lr(w)

(1.4) HMso— LA—
e

d(p, c)

and the exponent 1/ max{p,2} is the best possible.

The interpretation of this statement is the same as in the case of Melas’ result:
if a nonnegative ¢ is almost extremal for the weighted LP bound, then it is close,
in the LP-sense, to being the eigenfunction of M. It should also be emphasized that
the choice ¢ = 1 corresponds to the unweighted setting: thus, in particular the above
theorem contains Melas’ result, as well as its extension to the range 1 < p < 2.

Actually, we will study the above statement in the much more general context of
arbitrary probability spaces and associated maximal operators, which also appears as
the setup for [15]. Suppose that (92, F, i) is an arbitrary probability space, equipped
with the tree (or dyadic-like) structure 7. That is, we have 7 = |, ¢, T where
(T(") ez is an increasing family of finite partitions of € into F-measurable sets of pos-
itive measure, with 7 = {Q}. We will also assume that the mesh maxgerm 1(Q)
of the partition 7™ converges to 0 as n — oo: this will allow us to apply Lebesgue’s
differentiation theorem (or rather martingale convergence theorem) in our considera-
tions.

Clearly, the concept of a tree generalizes the notion of a dyadic lattice, which is
obtained by taking = [0,1]™ and setting 7™ to be the class of all dyadic subcubes
of © of measure 27™™. Any tree structure gives rise to the corresponding maximal
operator M, acting on integrable functions ¢: 2 — R by

1
Mzp(x) =su —/ dup, =€,
To(x) L) leol I

where the supremum is taken over all elements () of 7 containing xz. Then the
word “weight” refers to a positive and integrable random variable; the associated
weighted LP space is introduced as in the previous setting. It is easy to extend the no-
tion of A, weights to this new context: a positive, integrable variable w on € satisfies
Muckenhoupt’s condition A, (where 1 < p < oo is a given exponent), if

s [ L L[ e ),,_1
[w]a, , : sup<|Q|/deu> <|Q|/Qw dp < 00,

where the supremum is taken over all @ € 7. In [23] it was shown that

p

1.5 MrlLrw)—rrw) S ———
(L5) M Lo ()= L? () p—d(p,[w]a, ;)

)

and the estimate is sharp, in the same sense as in the case of (1.3). We may ask about
the stability of this bound. Here is the generalization of Theorem 1.1.
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Theorem 1.2. Let1l < p <oo,c>1, ande > 0 be fixred. Assume that a nonnegative
random variable ¢ € LP and a weight w € A, 7 satisfy [w]a, » = c and

p
Mrplisn > (s =) el

Then there is a finite constant c, depending only on p such that

p

a0 gy 25 Nl

Lr(w)

(16) waw—

and the exponent 1/ max{p,2} is the best possible.

A few words about our approach and the organization of the paper are in or-
der. The proof of the estimate (1.6) will make use of the so-called Bellman function
method, a powerful technique used widely in probability and analysis. This approach
originates in the theory of stochastic optimal control (cf. [3]), and its deep connection
with other areas of mathematics was first observed by Burkholder ([5]) in the 1980s,
during his study of sharp inequalities for martingale transforms, the Haar system,
and monotone bases. This direction was then further explored by Burkholder and
his PhD students in the more general semimartingale context; see [19] for more on
the subject. The decisive step towards applications of the Bellman function method
in harmonic analysis was made by Nazarov, Treil, and Volberg: see the seminal pa-
per [17], which was inspired by the preprint version of [18]. This analytic direction
has turned out to be very fruitful: the approach has been successfully extended to
cover numerous contexts, including BMO estimates, weighted theory, and the the-
ory of fractional operators. The literature on the subject is extremely large; see e.g.
1, 2, 13, 14, 21, 24, 25, 26, 27| and references therein.

The Bellman function method, both in the probabilistic and analytic setups, relates
the validity of a given estimate to the existence of a certain special function, which
possesses appropriate majorization and concavity-type properties. Actually, this spe-
cial object often carries much more information concerning the problem: for instance,
it enables the proof of a wider class of estimates and encodes the structure of the
extremizers. It should be emphasized that in general, the problem of finding the Bell-
man function corresponding to a given sharp inequality might be a very difficult task.
The construction often boils down to the intricate analysis of certain classes of partial
differential inequalities, but in many cases one simply builds the function by guess-
ing and experimenting with different algebraic expressions, some of which are taken
from the large Bellman literature. Sometimes, when one is interested in a nonsharp
version of the inequality, i.e., one accepts a suboptimal constant, this analysis can be
significantly simpler, but it is not always the case.

The version of the Bellman function method which allows the study of stability
estimates for maximal operators is presented in Section 2. In Section 3, we apply the
method: we exhibit the special function and verify that it enjoys all the relevant prop-
erties. In Section 4, we present the martingale version of Theorem 1.2. The sharpness
of the exponent min{1/2,1/p} will be obtained in Section 5, by providing appropriate
extremal examples. We conclude the paper with the description of some steps which
led us to the discovery of the Bellman function.

It should be emphasized that the proof of (1.5), presented in [23], rests on the
change-of-measure argument and the sharp version of Sawyer’s testing conditions.
The reasoning presented below gives a completely new, direct proof of the weighted
LP estimate. This contribution is of independent interest and connections.
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2. On the method

Throughout this section, we assume that 1 < p < oo and ¢ > 1 are fixed parameters.
We start by introducing the four-dimensional domain

(2.1) D = {(,y,u,v) € [0,00)? x (0,00)* s & <y, 1 <wv?™! < c}.
Next, suppose that B: D — R is a function satisfying the following requirements.
(a) Initial condition. We have B(z,z,u,v) <0 for all (z,z,u,v) € D.

(b) Majorization. There are positive constants 8, C such that

p max{p,2}
Ble.y.u,0) > o P(Cm) eop-C ]
y Y

for all (z,y,u,v) € D with y > 0.

(¢) Concavity. If (z,y,u,v) and (z + h,max{x + h,y},u+ k, v+ £) belong to D, then
we have
(22) B(z + h,max{z + h,y},u+ k,v + ) < B(z,y,u,v) + B (2,9, u,v)h

+ Bu(z,y,u,v)k + By(z,y, u,v)L.
Here is a key statement, which links the existence of a function B as above with
the stability estimates (1.4) and (1.6).

Theorem 2.1. Suppose that B satisfies (a), (b), and (¢). Fix an arbitrary weight w €
Ay 7 with [w]a, , < ¢ and any nonnegative function ¢ € LP(w) such that

[MrellLew) > (C —e)llellLew)
for some € > 0. Then we have
ep

(2.3) MMwCMLm@gc(

1/ max{p,2}
cp )

HSDHLP('LU)
(where 8 comes from (b)).

Proof: It is convenient to split the reasoning into a few intermediate steps.

Step 1. Some notation. For any n and any w € Q, let Q™(w) stand for the unique
element of 7™ which contains w. Furthermore, we introduce the functional sequences
1
o) = s [ pdu walw) = max onle)
" (@™ (w)) Jon(w) ! 0<k<n "
and
1 1

Wh (W) = ———— w (W) = ———— w /=1 q,.
n(w) mww@w)% “>;mmeM du

That is, ¢n, Wy, v, are the conditional expectations of ¢, w, and w~=Y®=1) with
respect to 7™ and 1, is the maximal function of ¢, truncated to the subtree 70 U
TOUTR U...uT™, Therefore, for any n and any Q € 7 we have

1
M/Q‘Pn-&-l dU:§0n|Q’
(2-4) L/ wn+1dﬂzwn|Q7
Q) Jg

1 / d |
—— [ Vpg1du = v,lo,
Q) Jg i @

and we have the monotone almost sure convergence ¥,, T M.
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Step 2. Monotonicity property. The main part of the proof is to show that the
sequence (fﬂ B(on, Yn, W, Up) d,u)n>0 is nondecreasing. To this end, we will ap-

ply the concavity condition (¢). Fix n, an element @ of T and suppose that
Q1,Q2,...,Qm € T is the collection of all children of Q. The functions ¢,
Un, Wy, and v, are constant on @Q; denote the corresponding values by x, y, u, and v.
Similarly, for a fixed child @;, the functions ¢y, 1, ¥n41, Wnt1, and v, are constant
on @, and their values can be denoted by = + h, max{z + h,y}, u+ k, v+ £. Thus
(2.2) yields

/ B(‘Pn—&-l) ¢n+17 Wn+1, Un—i—l) d,u < B(Wn; Y, W, U'n)“(@j)
Qj

+Bm(<ﬁnawnawnavn)/ (@n-{—l *Son) d,Uf

J

JrBu((Pm'L/)mwnavn)/ (Wp1 — wy)du

J

+ Bv(@nvwnvwm@n)/ (Un+1 — ) dps.

J

Summing over all @; and applying (2.4), we obtain

AB(¢n+lvwn+lvwn+1avn+l) dp < B(memwnavn)ﬂ(Q)

= /QB(@mwn,men) dM'

It remains to sum over all Q € T to get the desired monotonicity. Thus in particular
for any n we have

/B(Spnvwnvwna’un) d,u é / B(‘;OvaOawOavO) d,u S 07
Q Q

where the last bound follows from ¢g = 1 (by the very definition of 1y) and the
initial condition (a).

Step 3. Proof of (2.3). Suppose first that p > 2. Combining (b) with the last inequality
of the previous step, we see that

Q Q Q
or
[wrwanss [ . -copwapcr [ orwdn
Q Q Q

since w,, is the conditional expectation of w. By (1.5) and the assumption ¢ € LP(w),
we have M7y € LP(w) and hence we may let n — oo above, obtaining

Mol iy + BllMre = Col, ) < ClIlL¢

Here we have used the fact that ¢, — ¢ almost surely, which is due to Lebesgue’s
differentiation theorem. Since [[M7¢| zrw) > (C —€)||¢||Lr, this gives

BIMze = Ol ) < (€7 = (C = )y < PO ell0 N0
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as desired. For 1 < p < 2 the reasoning is similar, but we need an additional applica-
tion of Holder’s inequality. Namely, arguing as above we get

8 | My (Mri = Cofdn < pC7 el
Since p < 2, this implies
BIMToll 2 [IM70 = Coll3 oy < PCPelll 1 -

But by (1.5) and the estimate p < 2 again, we have ||/\/lT<pH’£;2w) > CP—2||¢||T£;(2w).

Plugging this above, we get the assertion.

Thus, all we need to establish the stability estimate is the existence of the appro-
priate special function B. It will be constructed and analyzed in the next section.

3. A special function

Throughout this section, we assume that 1 < p < co and ¢ > 1 are given and fixed,
and let d = d(p, ¢) be as in (1.2); then d > 1. Consider the auxiliary parameters o =
a(p,c), K = K(p,c), and L = L(p, c), given by

o= %, L=d ' VP and K=L"Y®D_p,
Introduce the Bellman function B: [0,00)? x (0,00) — R by the formula
B(.]Z, Y, u, ’U) = a(ypu - C(KJ} + Ly)pvl_p)'

Now we will verify that B enjoys the properties (a), (b), and (c) listed in the
previous section. To check condition (a), we note that B(x, z,u,v) = az?(u — (K +
L)Pv'=P) < acaPv'™P(1 — (K + L)P) = acxPv?~P(1 — /=D l/(P=1)) < 0, where
in the last passage we have used the fact that both ¢ and d are bigger than 1. We
continue with the concavity property.

Lemma 3.1. The function B satisfies the requirement (c).
Proof: We consider separately three major cases.

Case I: x + h < y. Under this assumption, the assertion follows at once from the

fact that for a fixed y the function (x,u,v) — B(z,y,u,v) is concave. To prove this

property, it is enough to note that the function (s,t) — sPt!=? is convex on (0, 00)?.

Case II: x = y < x + h. The estimate is equivalent to
(w4 B = a?)u+ )+ (K + Lo = (@ + h)? (0 4+ 0]
< —peK (K + L)YP taP~ ! "Ph + (p — 1)e(K + L)PaPvPL.
Now, since & + h > z, the estimate becomes the strongest if we take k as large as
possible, i.e., we take u + k = c(v + £)}7P. Under this additional assumption (and
recalling that L(K + L)?~! = 1, so that 1 — (K + L)? = —K(K + L)?~ '), we may
rewrite the inequality in the equivalent form
— K(z+h)Pw+0"P +pKaP 1ol Ph
< LaP(v+ )P — (K 4 L)aPv' P + (p — 1)(K + L)zPv P4
Divide throughout by 2Pv!~P and substitute h := h/z, £ := £/v, to obtain the simpler

form
~K(A+h)PA+0)"P+pKh < LA+ 0P — (K + L)+ (p— 1)(K + L)t
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A direct differentiation shows that the left-hand side, considered as a function of h,
attains its maximum for A = £. Plugging this choice of h above, we obtain the bound
equivalent to (1 + £)'=? > 1 + (1 — p)¢, which holds true by the convexity of the
function s — s'7P.

Case III: © < y < x 4+ h. Let ¢ be the unique number from the interval (0,1) such
that = 4+ th = y. By Case I, we may write
B(x,y,u,v) + By (a,y, u, v)th + Bu(,y,u, v)tk + By(w,y, u, v)tl
> B(x +th,y,u + tk,v + tf).

Next, by the reasoning used in Case I, we know that the function £(s) = B(x +
sh,y,u + sk,v + sf) is concave. This implies £'(0) > &'(¢), or

B.(z,y,u,v)h + By(z,y,u,v)k + By(x,y,u,v)l
> Bi(x 4+ th,y,u+tk,v + t&)h + B, (z + th,y,u + tk,v + tl)k
+ By(x + th,y,u + tk,v + tf)L.
Multiplying both sides by 1 — ¢ and adding to the previous estimate, we obtain
B(x,y,u,v) +Bg(x,y,u,v)h + By(z,y,u,v)k + By(z,y,u,v)l
> B(x+th,y,u+ th,v+ tl) + By (x + th,y,u + thk,v + t&)(1 — t)h
+By(x +th,y,u+tk,v+t))(1-t)k+B,(x + th,y,u + tk,v + t£)(1-t)L.
Recall that  + th = y; thus, by Case II, the expression on the right is not smaller
than
B(x+th+ (1 —t)h,y+ (1 — )h,uttk + (1 — )k, v+ tL+ (1 — t)¢)
=B(x+h,x+h,u+k,v+¥{).
This completes the proof. O

It remains to verify the majorization condition (b). Let us first establish an auxil-
iary technical fact.

Lemma 3.2. Fizp > 2. Fort € [l,p], let

(3.1) F(t)=@—t)P +p"(t—1)— (p— Pt + (1 — 7).

Then F,(t) > 0 for all t € [1,p]; in particular, Fy(d) > 0.

Proof: We will verify the following properties of Fj: Fj(1) = 0; Fj(1) > 0; ) > 0

on [1,p/2); F}) <0 on (p/2,p]; and Fy,(p) > 0. This will clearly yield the claim. The
identity F3,(1) = 0 is obvious. The estimate F (1) > 0 is equivalent to

r \"'
p(pl) >2p—1+(p—1)°7,

which follows at once from the inequalities (p/(p — 1))P~! > 2 and (p — 1)?>7P < 1.
The second derivative of F), equals
F(t) =pp—1)((p— )P =177,
and hence the two estimates postulated for FI’,' above are evident. Finally, we compute
that
P—2 5, 1 -1
F = —1) | ——pP —— —(p—1)?
p(p)=pp—1) s LA e (r—1)

and note that the expression in the square brackets is nonnegative: this follows at
once from the Jensen inequality applied to the convex function ¢ ~— tP~1. O
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Next, we will establish the following majorization. We write C' for the optimal
constant in (1.3): C'=p/(p — d).

Lemma 3.3. Suppose that 1 < p < 2. Then for all (z,y,u,v) satisfying x <y and
woP~1 > 1 we have

B(z,y,u,v) > yPu — CPaPu+ By?*(y — Cz)*w,

1 (25 () - () ]

Proof: By continuity, we may assume that y > 0, v > 0, and p < 2. The right-
hand side does not depend on v; furthermore, the left-hand side is a nondecreasing
function of this parameter. Consequently, it is enough to study the majorization
for v = u'/(1=P), Dividing throughout by yPu and substituting s = z/y € [0, 1], we
obtain the equivalent estimate

where

(3.2) F(s):=1—a—CPs? + 5(Cs —1)> + ac(Ks + L)? < 0.
Using the definitions of «, 8, C, K, L, and the identity (1.2), one verifies the equality
(3.3) F(ChH=F(CY)=FQ1)=0.

Therefore, by Rolle’s theorem, F” has a root in (C~1,1); we will show that there are
no other roots of " in (0, 1). To this end, assume that F"'(sg) = 0 for some s¢ € (0, 1)
and compute that

F"(s) = —p(p — 1)sP72[CP — acK?*(K + Ls~')P~2] + 2C?3.

Let us study the behavior of the expression sP~2[CP — acK?(K + Ls~1)P=2] for s €
(0, s0). Both functions s ++ sP=2 and s — CP — acK?(K + Ls~1)P=2 are decreasing
on (0, sp). Furthermore, they are both positive at sq: this is trivial for the first function,
and for the other it follows from the equality F”'(so) = 0. Thus we have sP~2[CP —
acK?(K + Ls~1)P72 > sh7%[0P — acK?(K + Lsy')P~2] for s € (0,50), which is
equivalent to saying that F” < 0 on (0, s¢). This implies the existence of a unique
sp € (C71,1) such that F”(s) < 0 for s < sg and F"(s) > 0 for s > sg. Combining
this with (3.3), we easily deduce the estimate (3.2). O

Lemma 3.4. Suppose that p > 2. Then for all (x,y,u,v) satisfying x < y and
uvP~! > 1 we have

(3.4) B(x,y,u,v) > yPu — CPzPu + Bly — Cx|Pu,

where
1—di=? _1—pl-P
. = > .
(3.5) 2 d-—1 — p-—1

Proof: Let us start with the estimate in (3.5): it follows directly from the fact that the
function s — (1—s'7P)/(s—1) is decreasing on (1, p). The latter property can be easily
checked by differentiation: the monotonicity is equivalent to (s? —s)/(s—1) > p— 1.
This follows from the stronger bound (s?P~! —1)/(s — 1) > p — 1, which, in turn, is
due to the convexity of s — sP~1.

We proceed to the majorization (3.4). As before, we may assume that y > 0
and v > 0. The same argument as previously shows that it is enough to prove the
majorization for v = w'/(1=P); then, by homogeneity, the claim can be rewritten in
the form

(36) F(s)=1—a—-CPs"+p|Cs—1P +ac(Ks+ L) <0, s=uz/yecl01].

Now we consider two major cases.
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Suppose first that s > C~'. We compute that

p—1
F’(s) :pCpspfl [5(1 — u)P*1 —1+ OégK (IC( + LU) 1 )

where u = (Cs)™!. Note that u € (C71,1] if and only if s € [C~1,1). Denote the
expression in the square brackets by G(u); one easily checks directly that G(1) = 0,

G'(u)=(p-1) [—,6’(1 —u)P7% 4 % ([C( T Lu) )

and G” > 0. Therefore, we have two possibilities. If G'(C~1) > 0, then G’ > 0 and G <
0on (C~1,1), and hence F is decreasing on this interval. This gives F(s) < F(C~!) =
0, the desired bound. The second possibility is that G’(C~1) < 0; since G'(1) > 0,
there exists a unique parameter ug € (C~1,1) such that G’ < 0 on (C~* up) and
G’ > 0 on (ug,1). Combining this with the equality G(1) = 0, we see that either
G <0on (C71, 1), or there is u; € (C71,1) such that G > 0 on (C71,u;) and G <0
on (u1,1). Expressing these scenarios in the language of F’ and the variable s, we
either have F’ < 0 on (C~1,1) (and then F(s) < F(C™1) =0, as above), or F' < 0
on (C71,(Cup)™t) and F’ > 0 on ((Cup)~t, 1). In the second case, since F(C~1) = 0,
it suffices to check the desired estimate (3.6) at the endpoint s = 1. After some
straightforward manipulations, we transform the majorization into

< (p—d)” +(p>d (p—1)P

dr(d—1)  \d) dr1(d-1)

Plugging the above choice of 3, we obtain an estimate equivalent to (3.1).
The second major case is s < C~'. We proceed as above and compute that

p—1
F'(s) = pCPsP~! [—5@ L O‘E,K (g + Lu> ] :

where, as above, u = (Cs)™! > 1. Denoting the expression in the square brackets
by G(u), we check that G(1) = 0 and

p—2
G'(u) = (p—1) [—5(11— 4 22 L (fcf —|—Lu> ] .

Considering the two possibilities as above (the reasoning is repeated, word by word),
we come to the conclusion that it is enough to check the estimate (3.6) in the endpoint
case s = 0. But for this choice of s, we have F(0) = 0: this is actually where the
formula for 8 comes from. O

4. A probabilistic counterpart

Theorem 1.2 has a natural extension to the context of martingales. Let us briefly
discuss the necessary background on the subject. Suppose that (€2, F,P) is a proba-
bility space, equipped with a filtration (F;)¢>0, i.e., a nondecreasing family of sub-o-
algebras of F. Assume further that X = (X;);>0 is an adapted, real-valued martingale.
We impose standard regularity assumption on the regularity of trajectories of X—we
consider those X whose paths are right-continuous and have limits from the left. We
will assume that X is L'-convergent, as t — 0o, to some integrable random variable,
denoted by Xoo. Let MX = sup,~ | X:| be the maximal function of X; we will also
use the notation MX; = supg«,«, |Xs| for the truncated version of MX.
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Let W be a probabilistic weight, i.e., a positive and integrable random variable.
Given 1 < p < oo, we say that W belongs to the Muckenhoupt class A,, if

Wla, = sup [E(W|F) (EW P F))P o < 0.
t>

As we will show below, if Xoo € LP(W) (i.e., | Xoollrrw) = (E|[XoPW)VP < 00),
then we have the following analogue of (1.5):

p
4.1 MX|| e < ——— | X || e wy-

Note that we may restrict ourselves to nonnegative martingales. Indeed, suppose
that we have established (4.1) in this case, and let X be an arbitrary martingale
such that X, € LP(W). Then the process (X;)i>0 = (E(|Xoo||F:))i>0 is a positive
uniformly integrable martingale satisfying X, > |E(Xo|F;)| almost surely, by the

Jensen inequality. Consequently, we have MX < MX with probability 1, so by (4.1)
applied to X,

p ~
HM HLP(W) = p— d(p7 [W]A )” HLT’(W)

P

p
X 1.
p—d(p, [Wa,)
Here in the last passage we have used the almost sure identity Xoo = | X ool

The inequality (4.1) is sharp, since the martingale context generalizes the dyadic
setup discussed in the introductory section. Thus, we may ask about the correspond-
ing stability result. We will prove the following version of Theorem 1.2.

Theorem 4.1. Let 1 < p < o0, ¢ > 1, and € > 0 be fized. Assume further that a
nonnegative martingale X € LP(W) and a weight W € A, satisfy [W]a, = c and

p
[IMX || Lowy > (pd(n(ﬁ) - E) 1 X || e owy-

Then there is a finite constant c, depending only on p such that

p

£ x
p—d(p,c)

(4.2 - < 02Xy

Le(W)
and the exponent min{1/2,1/p} is the best possible.

Note that this statement yields (4.1). Indeed, suppose conversely that for a given 1<
p < oo there is a martingale X for which

p
X P — X P .
[IMX || Loy > p—d(p, ) 1 X[ 20w

Then the above theorem would imply

p p
MX < (MX - ——X + — | X
[MX]|Lew) H P A | oy T P C)H e ow)
e—0 P
— ———|| X
p— d(p7 C) || ||LP(W))

a contradiction.
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Proof of (4.2): We will make use of Itd’s formula and the Bellman function B in-
troduced in the previous section. It is convenient to split the reasoning into a few
steps.

Step 1. An application of Ité’s formula. Consider the auxiliary weight V = W1/(1-»)
and the associated martingales Wy = E(W|F;), V; = E(V|F;) for t > 0. Note that by
the assumed A, condition, the four-dimensional process & = ((X¢, MXy, Wi, Vi))i>o0
takes values in the domain (2.1). By It&’s formula,

B&)=Ip+ 11+ I+ 13/2+ I,

where

Iy = B(&),

11:/0 Bw(gs—)dXs‘F/O Bu(fs—)dWS‘F/O Bv(fs—)d‘/&
L= [ B, )amx,),

0
t

I3 = D?c,u,vB(gs)d[Xv W» V]i?
0

L= (B(&)— B(&-) = Ba(&-)AX, — Bu(&-)AW, — B, (& )AVL).

0<s<t

Here in the definition of I3 the symbol D2, B stands for the Hessian matrix of B,

treated as a function of z, u, and v, and we have used the shortened notation for the
sum of all second-order terms. That is, we have

13=/0 Bm(fsf>d[x]§+2/o Bzu(fsf)d[X,W}§+2/0 Buo(£s ) d[X, V]S 4 .

Step 2. Analysis of the terms Iy through I4. By the initial condition (a), we see
that Iy < 0. Next, the stochastic integrals appearing in I; are local martingales,
so, applying the appropriate localization if necessary (i.e., replacing ¢ with 7, A ¢,
where 7,, is the common localizing sequence, and letting n — oo at the end), we
may assume that EI; = 0. The terms I and I3 are nonpositive, since By, < 0 and
the Hessian matrix Dg’u’v is seminegative-definite, as one easily checks. Finally, each
summand appearing in I, is nonpositive: this follows directly from (2.2), applied
to (z,y,u,v) = &— and (h,k,£) = (AXs, AW, AV;). Putting all these observations
together, we obtain that EB(&;) < 0 for any ¢t > 0.

Step 3. Completion of the proof. It remains to repeat, almost word by word, the
arguments from Step 3 of the proof of Theorem 2.1. One just needs to replace the tree-
maximal operator M with the martingale maximal function M and the function ¢
with the martingale X. The straightforward modification is left to the reader. O

5. Sharpness

Fix 1 <p < oo, ¢ >1,and let d =d(p,c) € [1,p) be given by (1.2). For the sake of
convenience, we have decided to split the contents of this section into three separate
parts.
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5.1. Sharpness for the martingale case. It is most convenient to start with
the probabilistic estimate (4.2): the example has a “continuous”’ character and the
calculations are easier (as we shall see later, the discretization complicates the analysis
significantly).

Consider the probability space ((0,1],8(0,1),| - |), where B(0,1) stands for the
o-algebra of Borel subsets of (0, 1]. We equip this space with the filtration (F;).c[0,1],
where F; is generated by the interval (0,1 — ¢] and all Borel subsets of (1 — ¢,1].
Introduce the probabilistic weight W on (0, 1], given by W(s) = s?~!. Then for
any t € (0,1) and A = (0,1 — t] we have

) G L) =G
JEE— W —_— W p = — = C
(IAI A 1Al Ja d\p—d

(the last equality is due to (1.2)), which implies W € A, and [W]a, = c. An im-
portant comment is in order: if we slightly modified the exponent and consider
the weight W(s) = s?! for some d close to but smaller than d, then we would
get [W]a, < c. This observation will be helpful later.

Now suppose that p > 2 and fix another auxiliary parameter 1 € (0,1) (which will
be sent to zero). Then the random variable

n= /P —d/p
Xoo(s) = WX(OM (s)+s X(n,1](5)
satisfies
p
D 1
(5.1) ||X<>OHLP(W (p—d) d n.

The maximal function is analyzed in the separate statement below.

Lemma 5.1. The mazximal function of X admits the explicit formula
MX(s) = ]% max{s,n} =47, s e (0,1].

Proof: We have MX = sup;ejo 1] Xt = SuPseo,1) X1—+ = SUPepo,1] E(Xoo| F1-t)-
Now, for any s € (0,1] and ¢ € [0, 1] we compute that

/ Xoo ifs<t,
E(Xoo| Fi-t)(s) =
Xool(s) if s >t.

Since s — X (s) is nonincreasing, we have

Xoo(s)  for s € (0,1n),

1 S
I X. =

f
e or s € (n,1]

— 1 —d/p
=1=djp max{s,n} . O
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We proceed with the sharpness. By the lemma above, we may write

—d

IMX Ty, > [ 1 W ) du = (]Ll) (),

which combined with (5.1) yields

p
IMXlzrowy > (525 = ) el

with e = O((—Inn)~1) as n — 0. It remains to note that

p n
Lr»(W) a /O

p

HMX—Z)X W

p—d

Mx - P x.
p—d

0
where the last passage is due to (5.1). This ends the proof of the case p > 2.

For 1 < p < 2 the calculations are a bit more involved. Fix small n,e > 0 and
negative «, 5 determined by the conditions

(o) =T (48 = T sell2

We take the same weight W as above, but now the extremal nonnegative martingale X
is generated from

a+1)s” B+1)s?
Xoo(s) = (nszX(o,n](S) + (775+3X(n,1](3)-

As previously, we check that

1/ t t8 Xoo(t) Xoo(t)
;/0 Xoo = WX(O,n](t) + WX(W]U) = ol X (0. () + B+l X(n.1) (),
which implies MX — —XOO = 412X and thus

HMX 7X 51/2||X00HLP(W)~

Lp(W)
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Thus we will be done if we prove that |MX||»w) > (ﬁ — 0(e)) | Xos || Lo (w)- To
this end, we compute that

_ _, el 1/p
I MX oy <<a+1> PIXEW A+ (B+1)P ) X&W)
T
fon X&WJrfn XEWwW

[ Xeollrow)

1/p
=l (T xP W4 [P XP W
:< et (5h) e e ot

p—d p—d Jo XEW + [ XEW

and hence it is enough to pick 7 so that the ratio

(—/OTIXC’ZOW—F/;X&W)/(/OWX(’)’OW—%/;X&W)

is of order O(£'/?). However,

/ e ol /1XPW: (B + L)Py'=r(1 — =)
ap+d ), T —Bp—d

and . 1/2(p d)2 J 1/2(p d)
T o p—e2(p—d)’ P+ T pte2(p-d)

This implies that the ratio (as previously, we use the notation C' = p/(p — d), for
brevity)

—Jo XEW + [, XEW (0 =) (a4 1) 4 (C+ /) (B + 1P (1— g
Jo XEW + fnl Xew  (C=e2)(a+ )P+ (C+e/2)(B+1)p(1—nFr=d)
converges, as n — 0, to
—(C =) (a+ 1)+ (C+ ) (B+ 1)
(C =) (a+1)P+(C+e/2)(B+1)P

But by the very definition of o and 3, the numerator, and hence the whole fraction,
is of order O(£'/?). This gives the claim.

5.2. Sharpness for a special tree. Now we will discretize the example from the
previous subsection. We will restrict ourselves to the case ¢ > 1. In the unweighted
context ¢ = 1, the argument is much simpler and goes along the same lines.

The idea is straightforward: we take the probability space ((0,1],8(0,1),]-]) as
before and consider the following natural approximation of the filtration (F¢):c(0,1]-
Namely, for a small § > 0 and any integer n, let 7(™) consist of the interval (0, (1—§)"]
and a collection of sufficiently small subintervals of ((1 — §)™,1] (their size will be
specified in a moment). We define w and ¢ by averaging of W and X.: for any n > 0,
we assume that w and ¢ are constant on J,, = ((1 — 6)"™*, (1 — §)"], with

i) all
[ Inl /g, [ Inl S,

Now it is easy to see that if § and the intervals in 7(") are chosen sufficiently small,
then the distributions of w, ¢, and M are arbitrarily close to W, X, and M X, so
in particular the sharpness follows. The only difficulty we must handle is the bound
for the A, characteristic of w. The above averaging process in general increases the
characteristic, but not much: if ¢ € (¢,00) is an arbitrary level, then the choice of
sufficiently small  leads to the weight w satisfying [w]a, < é So, to overcome the
difficulty, we make use of the comment formulated in the previous subsection: the
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modified weight W (s) = s?~! (for some d < d) satisfies [IV] 4, < c. Furthermore, by
continuity, the estimates of the previous subsection remain valid if d is sufficiently
close to d. For this modified W, we can now apply the above discretization argument
and obtain the weight w with the characteristic not bigger than c.

5.3. Sharpness for a general tree. Finally, we will sketch the argument for an
arbitrary tree structure 7; since a similar construction appears in many papers (e.g.,
see Section 4 in [20], Section 4 in [22], or Section 2 in [23]), so we will be brief.
The idea is to embed appropriately the examples from Subsection 5.2 into the tree
context. Namely, arguing as in [23], we show that for any 6 > 0 there is a decreasing
sequence X = Ay D A; D Ay D --- of sets which enjoy the following properties:

e cach A, is a union of pairwise disjoint elements (atoms) of T;

e we have p(Q N A,,) = (1 —6)" ™u(Q) for any n > m and any atom Q of A,.
The sets Ag, Ay, Ag, ... are precisely the analogues of (0,1], (0,1 — 4], (0, (1 —6§)?],...
We repeat the construction from the previous subsection, replacing Jy, Ji, Js,. ..
with Ag \ A1, 41 \ As, A2\ As, ... Define the weight w and the function ¢ by

o0

)
w— o W | xa.\An
Z(mn\Anm PRV ) e

n=0
and

0= Xoo XA \Api1-
(Z |An \ A7l+1‘ A?L\A7L+1 ) \ N

It is now straightforward to check that, with this choice, the estimates and conditions
from the previous subsection carry over: see [23]|. This gives the desired claim.

6. On the search for the Bellman function

The Bellman function B we have used in the proof of the estimate (1.4) might look
a little mysterious and there is a natural question about how it was invented. The
purpose of this section is to sketch some more or less formal argumentation which
leads to the discovery of this object.

Step 1. An easier estimate. Let us first describe how the Bellman function ap-
proach can be used to yield directly the sharp weighted LP estimates for maximal
functions; that is, let us skip the question of stability for a moment. This can done
with a slight modification of the method described in Section 2. Suppose that for a
given 1 < p < oo and ¢ > 1 we are interested in the best constant C' = C), . depending
only on the parameters indicated such that

(6.1) M7l L) < Cpell@llLrw)

for all w € A, with [w]a, < c and all ¢ € LP(w). Here the probability space, as well
as the tree structure 7T, is allowed to vary. To study this problem, we distinguish the
domain

D = {(z,y,u,v) € [0,00)% x (0,00)* 1z <y, 1 <uP™! <¢}
and search for a function B: D — R satisfying the following requirements.

(a)’ Initial condition. We have B(z,z,u,v) <0 for all (z,z,u,v) € D.

(b)’ Magjorization. There is a positive constant C' such that

p
B(x7y7ua7}) > ypu [1 — (W> :|
)

for all (z,y,u,v) € D with y > 0.
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(¢c)’ Concavity. If (z,y,u,v) and (z + h, max{x+ h,y},u+ k, v+ £) belong to D, then
we have
+ By(x,y,u,v)k + B, (z,y, u,v)L.

Comparing these conditions with those listed in Section 2, we see that the only dif-
ference can be found in the majorization property. However, let us keep the prime
notation to indicate that we are dealing with the estimate (6.1), not its stability.

Repeating the proof of Theorem 2.1, if B satisfies these conditions, then the esti-
mate (6.1) holds true. The beauty and efficiency of the method lie in the fact that
the implication can be reversed: if we know a priori that the estimate (6.1) holds,
then there exists a function which enjoys (a)’, (b)’, and (c)’. In general, there may be
many such functions, and the (pointwise) smallest of them is given by

B(z,y,u,v) = Sup/ (max{Mep, y}Pw — Cp .pPw) dp.
Q

Here the supremum is taken over all probability spaces (Q, F, ), all tree structures T,
all simple A, 7-weights w satisfying

war <o [wdp—u and [ w0 d—0,
Q Q

and all simple positive functions ¢ € LP(w). Here by simplicity of a function we mean
that it is measurable with respect to (7)) for some integer n. The above formula
is abstract and nonexplicit, but it gives some structural properties of the special
function. For example, one easily checks the homogeneity properties

(6.2) B(Ax, \y,u,v) = NWB(z,y,u,v) for (x,y,u,v) € D, A >0,
and

(6.3) B(m,y,)\u,)\l/(l_p)v) = A\B(z,y,u,v) for (z,y,u,v) € D, A > 0.

Thus, during the search for Bellman functions, we may impose additionally the con-
ditions (6.2) and (6.3): there is at least one special function satisfying these extra
properties.

It is not clear, at least to us, whether such reverse implication holds for stability
result as well. However, the analysis of the easier problem (6.1) can be helpful, as
we describe now. As we already observed above, if we compare the properties (a)’,
(b)’, and (c)’ with their versions (a), (b), and (c) formulated in Section 2, only the
majorization condition is different. More specifically, (b) from the context of stability
is slightly stronger: it involves an additional term with the factor S. Thus, a natural
idea is the following: try to find the Bellman function for the weighted maximal
LP estimate, and then hope that it enjoys the stronger majorization leading to the
stability result. As we will see in a moment, this idea works perfectly, though it might
require some additional work with the Bellman function.

Step 2. The unweighted case. Thus, from now on, we search for a function leading
to (6.1). The very natural next step is to inspect carefully the unweighted maximal
LP estimate

(6.4) [Mrelr < Cpllplrr, 1 <p<oo,

with the approach described above. The unweighted case corresponds to the choice ¢ =
1, for which the domain has a much simpler, three-dimensional form. Actually, the
setup can be further simplified: it is enough to construct the function B depending
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on z and y only; specifically, one reduces the domain to D = {(x,y) € [0,00)? : z < y}
and searches for a function b: D — R satisfying

(a)” Initial condition. We have b(x,z) < 0 for all x > 0.
(b)” Majorization. We have
b(x,y) > y? — CpxP  for all (z,y) € D.

(¢)” Concavity. If (z,y) and (z 4 h, max{z + h,y}) belong to D, then we have
b(z + h, max{z + h,y}) < b(z,y) + ba (7,5, u, v)h.

It is well known that such a function exists if and only if C, > p/(p — 1): thus
the best constant in (6.4) is p/(p — 1). For the optimal choice C, = p/(p — 1), the
smallest b with the above properties is given by

p
yP — P xP ify > P x,
p—1 p—1

P gt (- P P
p—1 p—1 —p-1

See [12], for instance. Unfortunately, this function does not satisfy the stronger in-

equality
b(z,y) = y" [1_<(pxl> +5‘ 71)

with any 8 > 0 (the reason is the “bad” behavior of the inequality for y > px/(p—1)).
In other words, the above function b does not seem to lead to any stability result.

Fortunately, this is not the only Bellman function leading to (6.4). As observed by
Burkholder [6] (see also [17]), the function

b(;c,y) =

Inax{p,Q}]

_ p p p -1
6.5 b = p—1 _— = p_ & P
(6.5) (,y) = py (y _1> p_1<y oo1Y x)
also satisfies the conditions (a)”, (b)”, and (c)”. One can check that this function does
satisfy the stronger majorization and does produce a stability result. Actually, this is
a function which we use above in the case ¢ = 1 (see Remark 6.1 below).

Step 3. The weighted case. Now we proceed to the context of general A, weights;
fix 1 <p < ooandc>1. We will find the Bellman function, and our argumentation
will also show where the optimal constant C, . = p/(p — d(p,c)) comes from. The
first step is to try to understand condition (c) better. Clearly, this property implies
that for any y the function (z,u,v) — B(z,y,u,v) must be locally concave on the
three-dimensional domain {(z,u,v) : <y, 1 < uwvP~! < ¢} (that is, concave along
any line segment entirely contained in the domain). Next, if (z,z,u,v) € D and x > 0,
then for h € (0, z) condition (c) yields

B(x 4+ h,z + h,u,v) < B(z,z,u,v) + By(x,z,u,v)h
and
B(J? - h,x,u, U) S B(x,y,u,v) - Bw(x7yauav)h'
This implies B(z+h, x+h, u,v)+B(x—h, z,u,v) < 2B(x,y,u,v) and hence, assuming
that B € C', we must have By(z,z,u,v) < 0. These two consequences, the local
concavity of (z,u,v) — B(x,y,u,v) and the requirement By (z,z,u,v) < 0, will be
all we need during the search.
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How to find the Bellman function? A natural idea is to play with the expres-
sion (6.5), adding weight components to the formula. Taking the homogeneity prop-
erties (6.2) and (6.3) into account, one could start with the function

B(ZC, Y, u, ’U) = a(ypu - Hypilxu)a

where «a, k are some positive parameters. But this is clearly wrong: the local concavity
of (x,u,v) — B(z,y,u,v) does not hold. To correct the problematic term —ry?~12u,
let us think about some different expression which is homogeneous of order p with
respect to z, y, and satisfies (6.3). Such a term is well known and appears in many
papers (see e.g. [25]): it is equal to —kzPv!~P. It also enjoys the following property:
for any x, v, there is a line passing through (z,v) along which the term is linear. In
other words, the term is concave and there is a direction along which the concavity
degenerates. This is in perfect correspondence with the second term in (6.5), which
is also linear (in ). Thus, we have arrived at the function

B(z,y,u,v) = a(yPu — kxPv'~P).

Unfortunately, this does not work either, since the inequality By(z,z,u,v) < 0, the
second part of the concavity condition, is not true. To guarantee this inequality, we
need to insert somehow the variable y into the term —rkzPv!~P, so that the local
concavity is not ruined. A little thought and experimentation leads to the corrected
term —(Kx + Ly)Pv!~P, for some constants K and L, and the corresponding function

B(.’I,‘7 Yy, u, ’U) == a(ypu — (K.’L‘ + Ly>P,U1—p).
Actually, it is more convenient to work with a slightly different expression
B(z,y,u,v) = a(yPu — c(Kx + Ly)*v' ),

involving the factor ¢ inside. This is precisely the formula we introduced in Sec-
tion 3. To identify the constants a, K, and L, we inspect the conditions (a), the
weaker majorization (b)’, and the concavity (c) the function B must satisfy. First,
the inequality By(z,z,u,v) < 0 (which follows from the concavity) is equivalent
tou—cL(K+L)P~1v!7P < 0. If we fix v and allow u to vary, then this bound becomes
strongest for u = cv! 7P, and this strongest version is equivalent to 1 < L(K + L)P~*.
We assume equality here: this gives us the equation

K =L~ Y@ _p

appearing in Section 3 in the definition of B. Next, we look at the (weaker) majoriza-
tion B(z,y,u,v) > yPu — Cp xPu. If we fix v and let v vary, this inequality is the
strongest for v!™P = u, and this strongest version is equivalent to

—1/(p—1
Ch.>(1—a)s? +ac(L /e=1) _ [+ Ls)P,

after the substitution s = y/x > 1. This gives us the following natural conjecture
about the best constant in (6.1):

Cpe= in{ sup{(1 — a)s? + ac(L~/®~Y — L 4 Ls)P}.

S

To compute the right-hand side, fix «;, L, and maximize the expression in the paren-
theses overs. We may assume that

(6.6) acl? < a—1,
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since otherwise this maximum is infinite. In particular, we must have cLP < 1. A
straightforward analysis of the derivative shows that the maximum is attained for

L—r/(—1) _q
5= Pacy\—1/(p—1) ’
(fx—l ) -1
which gives
— 1)(L~P/(e=1) _ 1)
R (e )

a—1

((m)—l/(p—l) _ 1);0—1‘

Here the infimum is taken over all & > 1 and L € (0, ¢~ '/P) satisfying (6.6). Fixing L
and differentiating over «,, we check that the expression on the right is minimal for o =
§/(6 — 1), where § = L~'¢~'/? > 1. Plugging this above and optimizing over L,
we verify that the minimum is equal to p/(p — d(p,c)), and it is attained for L =
d(p,c)~te'/P (where d(p,c) was defined in (1.2)). Thus we have obtained the value
of the best constant and the formula for the special function of Section 3.

We conclude with a comment about the limit of the above Bellman functions
ascl 1.

Remark 6.1. Fix 1 < p < co and let B(®) be the Bellman function constructed above
(note that we indicate the dependence of B on ¢). The calculations carried out in
Step 3 above work for c strictly bigger than 1, and hence there is a natural question
about the pointwise limit of these functions as ¢ | 1. As ¢ decreases to 1, the domain
of B shrinks to {(z,y,u,v) € [0,00) x (0,00)% : x <y, uvP~* = 1}. Let (z,y,u,v)
be a fixed point from this set. To find the limit

B(l)(xaya U,U) = hﬂlB(C)(x’yvuvv)a

note that the equation (1.2) is equivalent to ¢ = (p — 1)Pd~!(p — d)! =P, and hence we
may carry out all computations explicitly in terms of the variable d. Recall that

1/p—1 -1
a = 4 L=dlcV/r= /vl (p — d)r DI and K =L"Y®D_p
d—1’ (p—1)-D/p ’
and observe that d goes to 1 as ¢ tends to 1. Consequently,
. L—-1 . L-—1 . K D
lim —— = lim —— =-1, lm —— = ——,
c—~1d—1 d—=1d—1 c—1d—1 p—l

and therefore
lim B (x,y,u,v) = lim a(y? — (K + Ly)?)u
c—1 c—1
y? — (Kxz + Ly)? d(y(1 — L) — Kz)

— I . .
iy~ (Kz + Ly) d—1 “

= pyP~1 (y— P 13:) U.
p—

This is precisely the Bellman function defined in (6.5), multiplied by the factor w.
Thus (B(®)).>; can be regarded as a continuous-scale extension of b.
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