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Chapter 1

Linear algebra

Linear algebra deals with vector spaces, their linear transformations, their
representation as matrices, their eigenvalues and eigenvectors, and extra
structures, such as a euclidean metric.

A vector space over a field k is an abelian group (V,+) together with a
compatible map k × V → V . Compatible means that whatever properties
held in school for (R2,+, ·), like distributivity, will hold now in abstract.

We will work with finite-dimensional vector spaces over the fields
k = R,C. This chapter is not going to teach you linear algebra, but we
will look and explore some aspects of it that will be relevant later. You can
review the basics in your favorite linear algebra book. If you do not have
one, the beginnings of Chapters 1, 9 and 11 of [Rom08] may help you. For
multilinear algebra, Section 1.5, you may want to look at [Gre78].

1.1 The vector spaces we know

If we had to start the theory of vector spaces ourselves, we would look at
(R2,+, ·) and make an abstract definition by forgetting about R2 and instead
consider a set V . In this process we have to make an effort to forget a couple
of things we used every now and then in out teenage years: a basis (that is,
coordinates), and a euclidean metric, the so-called scalar product given, for
(x, y), (x′, y′) ∈ R2, by

〈(x, y), (x′, y′)〉 = xx′ + yy′,

whose associated quadratic form is

||(x, y)||2 = x2 + y2.

1
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Both bases and the Euclidean metric were really helpful so we will not dismiss
them. We will take bases when needed, which will look like {e1, e2} and not
like {(1, 0), (0, 1)}. On the other hand, the generalization of the euclidean
metric on Rn to an arbitrary vector space is a symmetric non-degenerate
bilinear map

g : V × V → k.

Symmetric means g(u, v) = g(v, u) for any u, v ∈ V , and non-degenerate
that the map g(u, ·) : V → k is a non-zero map for any u ∈ V . Thanks to g,
we can talk about orthogonal vectors: those such that g(u, v) = 0, which we
sometimes write as u ⊥ v.

To be completely honest, the analogue of the euclidean metric requires k
to be R, and then we can require it to be positive definite, that is, g(v, v) > 0
for v 6= 0. We will call such g a linear riemannian metric1 on the vector
space V . Thanks to the bilinearity, when we choose a basis {vi} of V , a metric
can be described with the symmetric matrix whose (i, j)-entry is g(vi, vj).

A linear riemannian metric allows us to define orthonormal bases, those
bases {ei} such that

g(ei, ej) = δij, (1.1)

that is, the metric corresponds to the identity matrix with respect to this
basis. Recall that the Gram-Schmidt orthogonalization process takes any
basis and gives an orthonormal basis. Conversely, given any basis {ei} we
can define a linear riemannian metric g by (1.1), for which {ei} becomes
an orthonormal basis. Thus, any vector space admits a linear riemannian
metric.

On the other hand, a linear riemannian metric uniquely determines a
complement to any vector subspace U ⊆ V , the orthogonal complement.
Indeed, the set

U⊥ = {v ∈ V | g(v, U) = 0}

is a vector subspace and satisfies

U ⊕ U⊥ = V. (1.2)

Finally, given a subspace U ⊆ V , the restriction of g to U gives a riemannian
metric on U .

Fine print 1.1. On complex vector spaces, we cannot talk about positive definiteness, as

g(iv, iv) = i2g(v, v) = −g(v, v).

1This is not a very standard terminology, but it is very descriptive. The usual term is
real inner product.
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But if we consider hermitian forms h, where we replace bilinearity with sesquilinearity,

h(λu, v) = λh(u, v), h(u, λv) = λ̄h(u, v), h(u, v) = h(v, u),

we can talk again about being positive definite.

1.2 Linear symplectic structures

We have reviewed some things that happened to a linear riemannian met-
ric, that is, a symmetric non-degenerate bilinear map V × V → k which is
moreover positive definite.

We now wonder what happens if we start with a skew-symmetric non-
degenerate bilinear map

ω : V × V → k.

We call this ω a linear symplectic structure.

Example 1.1. The vector space R2 has the symplectic form

ω((x, y), (x′, y′)) = xy′ − yx′.

In general, the vector space R2n has the symplectic form

ω((x1, y1, . . . , xn, yn), (x′1, y
′
1, . . . , x

′
n, y

′
n)) =

n∑
i=1

(xiy
′
i − yix′i).

Fine print 1.2. If we want to be very precise, we would talk about skew-symmetric
(ω(u, v) = −ω(v, u)) or alternating (ω(u, u) = 0) forms. In all generality, any alternating
form is skew-symmetric, but the converse is only true when chark 6= 2.

Any vector space admits a linear riemannian metric, but does any vector
space admit a linear symplectic structure? Is there any analogue of an or-
thonormal basis, which we obviously do not have, as ω(v, v) = 0? Is there
any analogue of the orthogonal complement?

We will answer all these questions at the same time. We start with the
symplectic complement of a subspace U ⊆ V ,

Uω = {v ∈ V | ω(v, U) = 0}.

Note that 〈u〉ω cannot be all of V (as ω is non-degenerate) and contains 〈u〉
(as ω(u, u) = 0), so

〈u〉+ 〈u〉ω 6= V.

However, we can prove the following.

Lemma 1.2. For any subspace U ⊂ V of a symplectic subspace (V, ω),
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� we have dimU + dimUω = dimV.

� we have U ⊕ Uω = V if and only if ω|U is a linear symplectic form. In
this case U is called a symplectic subspace.

� we have (Uω)ω = U . In particular, U is symplectic if and only if Uω is
symplectic.

Proof. We regard ω as a map V → V ∗. The image of Uω by this map
corresponds to

AnnU = {α ∈ V ∗ | α(U) = 0}.

This is actually the kernel of the restriction map V ∗ → U∗, which is moreover
surjective. Thus, the composition

V → V ∗ → U∗

is surjective with kernel Uω, so

dimV = dimUω + dimU∗ = dimUω + dimU.

For the second part, as we know dimU + dimUω = dimV , the condi-
tion U ⊕ Uω = V is equivalent to U ∩ Uω = {0}. This latter condition is
equivalent to ω(v, U) 6= {0} for any v ∈ U , which is the same as ω|U be-
ing non-degenerate, and hence a linear symplectic form (as the restriction is
clearly bilinear and skew-symmetric).

Finally, as ω(u, Uω) = 0 for all u ∈ U , we have U ⊆ (Uω)ω. We must
have equality as

dimV = dimU + dimUω = dimUω + dim(Uω)ω.

With the previous lemma, we can find a normal form for a symplectic
structure. Take a non-zero vector u ∈ V . As ω(u, ·) : V → k is not the zero
map, there exists v ∈ V such that ω(u1, v1) = 1. The subspace

U1 := 〈u1, v1〉

is symplectic (as the restriction of ω is non-degenerate), so we have V =
U1⊕Uω

1 with Uω
1 symplectic. By repeating this argument with Uω

1 we obtain
u2, v2 with ω(u2, v2) = 1, and, for U2 = 〈u2, v2〉, we consider Uω

2 inside Uω
1 .
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This process can be repeated until we get to Um, where dimV = 2m. By
considering the basis (u1, v1, . . . , um, vm), the matrix of ω is given by 0 1

−1 0

...
0 1
−1 0

.
By reordering the basis to (u1, . . . , um, v1, . . . , vm) we get(

0 1
−1 0

)
. (1.3)

where 0 and 1 denote the zero and identity m×m matrices. This is actually
the matrix of the symplectic form ω of Example 1.1 with respect to the
canonical basis, so any symplectic structure, upon a choice of a basis, looks
like the one in the example.

Fine print 1.3. An argument by induction would be more elegant. Once we find U1, we
apply the induction hypothesis on Uω

1 and reorder the basis.

We have found a very strong constraint: a vector space V admitting a
linear symplectic structure must be even dimensional. Conversely, any even-
dimensional vector space admits a linear symplectic structure, as we just
have to take a basis and define ω by the matrix in (1.3).

Problem: A subspace U such that Uω ⊂ U is called a coisotropic
subspace. Prove that the quotient U/Uω naturally inherits a symplectic
structure. This is called the coisotropic reduction.

1.3 Linear presymplectic and Poisson struc-

tures

We have seen that the restriction of a symplectic form to a subspace is not
necessarily symplectic, but we still have a skew-symmetric bilinear map

ω : V × V → k,

which is possibly degenerate. This is called a linear presymplectic struc-
ture on V .

We can find a normal form for a linear presymplectic structure ω as
follows. Regard ω as a map V → V ∗, consider its kernel kerω and find a
complement W , that is, a subspace W ⊂ V such that V = kerω ⊕W . The
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restriction of ω to W gives a symplectic form, so we can find a basis of W
such that ω|W is given by a matrix as in (1.3). Add the basis of W to any
basis of kerω. As ω(kerω,W ) = {0}, the form ω is represented by0

0 1
−1 0

 .

On the other hand, given a symplectic form, we have an isomorphism
V → V ∗. If we invert this isomorphism to get a map V ∗ → V , which we can
see as a map

π : V ∗ × V ∗ → k.

Problem: Prove that the map π is bilinear, non-degenerate and skew-
symmetric.

We thus get a non-degenerate (or invertible, if you wish) map π : V ∗ ×
V ∗ → k. If we drop the non-degeneracy condition we get the linear version
of a Poisson structure.

Fine print 1.4. We do not highlight this term as a linear Poisson structure commonly refer
to the structure defined in g∗, the dual of a Lie algebra. We will probably go back to it.

The bottom line of this section is that a symplectic form can degenerate in
two ways, as a map ω : V ×V → k, thus giving linear presymplectic structures
(which appear naturally on subspaces) or as a map π : V ∗ × V ∗ → k which
will give rise to Poisson structures at the global level (as we will see later
on).

1.4 Linear complex structures

Linear riemannian metrics and symplectic structures did not look so different,
but complex structures on a vector space have a different flavour.

A linear complex structure on a real vector space V is an endomor-
phism J ∈ End(V ) such that J2 = − Id.

Example 1.3. In R2, the endomorphism given by J((a, b)) = (−b, a) is a
linear complex structure.

Some of the questions we answered for symplectic structures may be asked
again now: any real vector space admits a complex structure?, is there any
sort of normal basis for a complex structure?, what happens with subspaces?
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The latter question has an easy answer: if we look at a subspace U , we
will get a complex structure, as long as J(U) ⊆ U , which would of course
imply J(U) = U . The resulting complex structure is denoted by J|U .

As for the normal basis, we can start with any non-zero vector v ∈ V
and add Jv ∈ V . They are not linearly dependent as Jv = λv would imply
J(Jv) = λ2v, that is −v = λ2v, which is not possible. We already see
that we cannot have a linear complex structure on a 1-dimensional vector
space. If V were 〈v, Jv〉, we are done. Otherwise, choose any vector w ∈
V \ 〈v, Jv〉. Again Jw is linearly independent from v, Jv and w. If we had
Jw = aw + bv + cJv, we would also have

−w = J(Jw) = aJw + bJv − cv = a2w + (ab− c)v + (ac+ b)Jv,

which would mean that v, Jv, w are linearly dependent. Thus {v, Jv, w, Jw}
are linearly independent. This process can be repeated inductively, and we
get that any linear complex structure admits a basis

(v1, Jv1, . . . , vm, Jvm).

If we order the basis like (Jv1, . . . , Jvm, v1, . . . , vm), the endomorphism J is
represented by the matrix (

0 1
−1 0

)
(1.4)

This has plenty of information. First of all, a vector space must be even
dimensional in order to admit a linear complex structure. Conversely, any
even dimensional vector space admits a linear complex structure J by just
choosing a basis and defining J by (1.4).

Complexifying a vector space with a complex structure can be a bit con-
fusing at first glance. The underlying set is V × V , but in order to make it
more user friendly, we use a formal element i and write it as

VC = V × V = {u+ iv | u, v ∈ V }.

The sum is clear, and the scalar product, for a+ ib ∈ C, is given by

(a+ ib)(u+ iv) = (au− bv) + i(av + bu).

Note that the i in ib is an imaginary number, whereas the i in iv or i(av+bu)
is a formal element, which gains meaning from its properties. For instance,
we can define a conjugation operation on VC given by

u+ iv = u− iv.
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Finlly, a real basis for V becomes a complex basis for VC, so

dimR V = dimC VC.

The endomorphism J ∈ End(V ) extends to an endomorphism of VC by
the correspondence

u+ iv 7→ Ju+ iJv,

which, for the sake of simplicity, we will also denote by J .
The complex version of J has an advantage over the real one. They both

satisfy J2 + Id = 0, and hence their minimal polynomial is x2 + 1. As the
roots are imaginary, ±i, we can diagonalize it only for the complex version.
So we will get a +i-eigenspace and a −i-eigenspace.

The fact that J comes from a real endomorphism gives us a lot of infor-
mation. Given a +i-eigenvector u + iv, such that J(u + iv) = −v + iu, we
get

J(u+ iv) = J(u− iv) = −v − iu = (−i)(u− iv) = (−i)u+ iv,

so u− iv is a +i-eigenvector. Moreover, they are linearly independent, as V
cannot contain any eigenvector (the eigenvalues are complex). The eigenvec-
tors thus come in pairs. Actually, we can be more precise about them. If we
denote by V 1,0 the +i-eigenspace in VC and by V 0,1 the −i-eigenspace in VC,
we have

V 1,0 = {v − iJv | v ∈ V },
V 0,1 = {v + iJv | v ∈ V }.

Note that dimR V
1,0 = dimR V . One can define isomorphisms

(V, J) ∼= (V 1,0, J|V 1,0), (V,−J) ∼= (V 0,1, J|V 0,1),

of real vector spaces with linear complex structures. We mean that the map
ϕ : V → V 1,0 given by

ϕ(v) = v − iJv

satisfies ϕ◦J = J|V 1,0 ◦ϕ, and analogously for V 0,1 and the map v → v+ iJv.

Fine print 1.5. Note that VC has two complex structures, the complexification of J and
the product by i. These two structures coincide on V 1,0, whereas they are opposite to
each other on V 0,1.

We have seen that a linear complex structure J determines a complex sub-
space V 1,0 ⊂ VC with dimV 1,0 = dimV satisfying V 1,0 ∩ V 1,0 = 0. Actually,
this information will completely describe a linear complex structure.
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Lemma 1.4. A subspace L ⊂ VC such that dimR L = dimR V and L∩L̄ = {0}
determines a decomposition VC = L⊕L̄ and the subspace V ⊂ VC corresponds
to the set

{l + l̄ | l ∈ L}.

Proof. The decomposition follows from L + L̄ ⊆ VC, the fact that L and
L̄ are disjoint and the condition on the dimension of L. Similarly we have
{l + l̄ | l ∈ L} ⊂ V and the dimensions are the same.

Proposition 1.5. Given a subspace L ⊂ VC such that dimR L = dimV and
L ∩ L̄ = {0}, there exists a unique linear complex structure J such that
L = V 1,0.

Proof. By using the previous lemma, we define an endomorphism J of V =
{l + l̄ | l ∈ L} by

l + l̄ 7→ il − il̄. (1.5)

This map indeed maps V to V as il ∈ L and il = −il.
In order to see that it is unique, the condition L = V 1,0 determines

uniquely the complexification of any such J . It must be the map l′ + l̄ 7→
il′ − il̄. The only option for J is the restriction of this map to V , which is of
course the definition in (1.5).

1.5 Tensor and exterior algebras

We have talked a lot about bilinear maps, to which we required some extra
condition as non-degeneracy, symmetry or skew-symmetry. If we forget, for
the moment, about these extra conditions, what can we say about all the
bilinear maps on a vector space? This is a very sensible question, as we
know that the bilinear maps V ∗ do have the structure of a vector space.
This structure is unique as we require the compatibility conditions

(ϕ+ ψ)(v) = ϕ(v) + ψ(v), (λϕ)(v) = λϕ(v),

for ϕ, ψ ∈ V ∗, u, v ∈ V .
It makes sense to endow the set of bilinear maps with the structure of a

vector space by defining

(B +B′)(u, v) = B(u, v) +B′(u, v), (λB)(u, v) = λB(u, v),

for B, B′ bilinear maps V × V → k and u, v ∈ V . So the bilinear maps on a
vector space are actually a vector space, and we would like to have a name
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for it. Actually, since they are maps, we will give a name to and describe its
dual.

Take a basis {ei} of V , a bilinear map B is completely determined by the
images B(ei, ej), that is, it is a linear map on the pairs {(ei, ej)}. This is
actually a basis of the space we are interested (the dual space to the space of
bilinear maps). Note that this is not V ×V , as there n2 elements in {(ei, ej)},
whereas the dimension of V × V is 2n, as {(ei, 0), (0, ei)} gives a basis.

Let us name this space:

V ⊗ V,

and the elements of the basis will be denoted by {ei⊗ej} instead of {(ei, ej)}.
It may look a bit artificial at first glance, but we can make it look better. To
start with, we define a map ψ : V × V → V ⊗ V by extending bilinearly the
correspondence

ψ : (ei, ej) 7→ ei ⊗ ej.

Thus, if we have u =
∑

i uiei, v =
∑

j vjej,

u⊗ v =
∑
ij

uivj(ei ⊗ ej).

The vector space V ⊗V together with the map ψ satisfy a so-called universal
property, which sums up what we just did: any bilinear map B : V × V → k
factorizes through the map ϕ giving rise to B̃ : V ⊗ V → k. Actually this is
valid for bilinear maps B : V × V → W to another vector space W .

V × V V ⊗ V

W

ϕ

B
B̃

This is called the universal property of the tensor product, and the vector
space of bilinear maps is (V ⊗ V )∗.

It is never repeated enough that an element of V ⊗V is not necessarily of
the form u⊗v for some u, v ∈ V , but a linear combination of these elements.

We could do the same for two different vector spaces V,W and maps
B : V ×W → k in order to get get V ⊗W , or for more vector spaces. It can
be checked that

V ⊗ (W ⊗ U) ∼= (V ⊗W )⊗ U,

so it makes sense to talk about V ⊗3 = V ⊗ V ⊗ V , and, in general, V ⊗n.
Their duals, (V ⊗n)∗ are spaces of n-linear maps.
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We can put together all the powers ⊗nV into an infinite-dimensional
vector space

⊗•V = ⊕∞i=0V
⊗i,

where V ⊗0 = k and V ⊗1 = V . When we take an infinite direct sum of vector
spaces, its elements are finite linear combinations of the infinite-dimensional
basis.

In this vector space we can define a linear operation, also denoted by ⊗,
by extending bilinearly the definition

(ei1 ⊗ . . .⊗ eir)⊗ (ej1 ⊗ . . .⊗ ejs) 7→ (ei1 ⊗ . . .⊗ eir ⊗ ej1 ⊗ . . .⊗ ejs).

This product is compatible with the vector space structure of ⊗•V , is more-
over associative, non-commutative when dimV ≥ 2, and endows ⊗•V with
the structure of an algebra. Its name is the tensor algebra of V .

Let us go back to bilinear maps. We always asked for some extra hypoth-
esis, like symmetry or skew-symmetry. Can we do the same now? We could,
by saying that the bases are, respectively, {(ei, ej)}i≤j or {(ei, ej)}i<j, as the
images of these elements completely determine a symmetric and an skew-
symmetric map. But then there would not be any relation to the previous
space.

The usual way to deal with symmetric and skew-symmetric maps is as
follows. A bilinear map is a map B : V ⊗ V → k. If it is symmetric, it is
because it vanishes on the subspace spanned by

{ei ⊗ ej − ej ⊗ ei},

whereas if it is skew-symmetric it vanishes on the subspace spanned by

{ei ⊗ ei}.

By defining the quotient vector spaces

Sym2 V =
V ⊗ V

span({ei ⊗ ej − ej ⊗ ei})
, ∧2V =

V ⊗ V
span({ei ⊗ ei})

,

we get that a symmetric bilinear map is an element of the vector space
(Sym2 V )∗ and a skew-symmetric one, an element of the vector space (∧2V )∗.

Analougously as we did with the tensor algebra, one considers

Sym• V =
⊗•V

gen({ei ⊗ ej − ej ⊗ ei})
, ∧•V =

⊗•V
gen({ei ⊗ ei})

,

where gen({ak}) denotes the ideal of the algebra ⊗•V generated by the el-
ements {ak}, and talk about the symmetric and the exterior algebras,
respectively.
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From now on, we will consider the vector space V ∗ as it is the one we will
use thoughout. The exterior algebra ∧•V ∗ is formally defined as the quotient
of ⊗•V ∗ by an ideal I. For α1, . . . , αk ∈ V ∗ we denote by α1 ∧ . . . ∧ αk the
element [α1 ⊗ . . . ⊗ αk] ∈ ⊗•V ∗/I. This is not very practical, so we define
maps Altk : ∧kT ∗ → ⊗kT ∗ by

Altk(α1 ⊗ . . .⊗ αk) :=
∑
σ∈Σk

sgn(σ)ασ1 ⊗ . . .⊗ ασk ∈ ⊗•V ∗. (1.6)

For instance, for α, β ∈ V ∗ we have α ∧ β = α⊗ β − β ⊗ α. The map

Alt = ⊕∞n=0Altn : ⊗•V ∗ → ⊗•V ∗

has exactly as its kernel the ideal gen({ei ⊗ ei}), so its image inside ⊗•V ∗
can be identified with ∧•V ∗. Note that this is a choice and we could have
well taken any multiple of the map Alt (actually you may have seen (1.6)
with different constants). This identification is given by

α1 ∧ . . . ∧ αk 7→
∑
σ∈Σk

sgn(σ)ασ1 ⊗ . . .⊗ ασk ∈ ⊗•V ∗.

We will mainly regard ∧•V ∗ as a subalgebra of ⊗•V ∗.
The product operation on ∧•V ∗ ⊂ ⊗•V ∗ corresponds to the wedge prod-

uct defined as follows: for decomposable

α = α1 ∧ . . . ∧ αp ∈ ∧pV ∗, β = β1 ∧ . . . ∧ βq ∈ ∧qV ∗,

where αj, βj ∈ V ∗, the product is given by

(α1 ∧ . . . ∧ αp) ∧ (β1 ∧ . . . ∧ βq) = α1 ∧ . . . ∧ αp ∧ β1 ∧ . . . ∧ βq,

and then it is extended linearly.
On ⊗•V ∗ there is an important operation known as contraction. For

any element of V , define a map

iX : ⊗kV ∗ → ⊗k−1V ∗.

by extending linearly the correspondence

α1 ⊗ . . .⊗ αk 7→ α1(X)α2 ⊗ . . .⊗ αk.

The contraction preserves the subalgebra ∧•V ∗ and acts as

iX(α1 ∧ . . . ∧ αk) =
k∑
j=1

(−1)jαj(X)α1 ∧ . . . ∧ α̂j ∧ . . . ∧ αk.
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where α̂j denotes that αj is missing.
The constructions given before were meant to give an intuitive introduc-

tion. Before continuing we must address an important issue: we have chosen
a basis to define all of them. One could argue that in case of choosing a
different basis everything is naturally isomorphic. Let us spell it out for the
case of V ⊗W , as everything can be reduced to it. Say we defined V ⊗W
using bases (ei) of V , and (fj) of W . If we use instead bases (vi) and (wj),
the correspondence ei ⊗ fj 7→ vi ⊗ wj would give an isomorphism of the two
versions of V ⊗W . This, of course, is not fully satisfactory. The definitive
answer to this issue is the free vector space of a set. This is, if you will
pardon the expression, a hell of a vector space. Call the set S, its free vector
space, F(S), has as a basis the set S, which may well be infinite, but we
only allow linear combinations of a finite number of elements. Formally, one
should consider the set of maps f : S → k of finite support, that is, which
are non-zero just on a finite number of elements of S. As an example, for a
finite set S of n elements, F(S) ∼= kn. If S is infinite, F(S) will be infinite
dimensional. Just as we defined Sym2 V and ∧2V as quotients of ⊗2V , we
can define the tensor product V ⊗W as a quotient of F(V ×W ) by a subspace
describing the bilinearity we want. This subspace is

Z = span({(v, w) + (v′, w)− (v + v′, w), (v, w) + (v, w′)− (v, w + w′),

(λv, w)− λ(v, w), (v, λw)− λ(v, w) | v ∈ V,w ∈ W,λ ∈ k}),

so that we get the definition

V ⊗W =
F(V ×W )

Z
.

We will not use directly, but this is the proper way to do things.
A not least important question is: why did we care so much about all

this? The answer is that it offers a powerful language for the mathematics
we want to do. Before doing so, let us highlight one property of the tensor
product: we have isomorphisms

(⊗2V )∗ ∼= ⊗2V ∗, (Sym2 V )∗ ∼= Sym2 V ∗, (∧2V )∗ ∼= ∧2V ∗.

For convenience we will use the latter expressions.
A linear presymplectic structures is just ω ∈ ∧2V ∗. If it is symplectic,

we just have to add the adjective non-degenerate. For linear riemannian
structures, we would talk about positive-definite and non-degenerate g ∈
Sym2 V ∗. And for the linear version of Poisson structures, we just have
π ∈ ∧2V .
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Example 1.6. The vector space R2n with canonical basis {ei} and dual basis
{ei} has a canonical symplectic structure given by

ω =
n∑
i=1

ei ∧ ei+n.

This is the structure described as a map in Example 1.1.

Is this formalism of any use for linear complex structures? Well, an
endomorphism of V is an element of the vector space V ⊗ V ∗. If we add the
condition J2 = − Id, we would get a linear complex structure. We will not
use this much, though.

Consider (V, J) and a basis (xk, yk) with yk = Jxk, for 1 ≤ k ≤ dimV/2.
We use the notation

zk = xk − iJxk = xk − iyk, z̄k = xk + iJxk = xk + iyk

for the complex basis of VC in terms of eigenspaces. Denote the dual basis of
(xk, yk) by (xi, yi), we then have the dual basis

zj = xk + iJyk, z̄k = xk − iJyk.

The linear complex structure J on V is equivalently given by the subspace
L̄ = span({z̄k}). A very important fact for us is that L can be described by

ϕ = z1 ∧ . . . ∧ zk ∈ ∧dimV/2V ∗ (1.7)

by using the definition of annihilator of a form

Ann(ϕ) = {v ∈ V | ivϕ = 0}.

Now the important, non-trivial question is...

What are the elements ϕ ∈ ∧dimV/2V ∗ such that
Ann(ϕ) defines a linear complex structure?

1.6 Linear transformations

The invertible linear transformations of a vector space V are called the gen-
eral linear group and denoted by GL(n,R), that is,

{f : V → C | f is invertible and f(u+ v) = f(u) + f(v), f(λc) = λf(c)}.
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When V comes with a linear riemannian metric g, we have

O(V, g) = {f ∈ GL(V ) | g(f(u), f(v)) = g(u, v)}.

For a symplectic form ω we have

Sp(V, ω) = {f ∈ GL(V ) | ω(f(u), f(v)) = ω(u, v)}.

And finally, for a complex structure J ,

GL(V, J) = {f ∈ GL(V ) | J ◦ f = f ◦ J}.

For the case of Rn, we talk about GL(n,R), or about O(n,R), Sp(2n,R)
and GL(n,C), for the standard linear riemannian, symplectic or complex
structure, respectively, of Rn.

By choosing a basis of V (or in the case of Rn by taking the standard
basis), we can see GL(V ) as n× n matrices with non-zero determinant. For
an orthonomal basis,

O(n,R) ∼= {A ∈ GL(n,R) | ATA = Id}.

For a basis such that the symplectic form is given by the matrix J , we have
ω(u, v) = uTJv, so

Sp(2n,R) ∼= {A ∈ GL(2n,R) | ATJA = J}.

And for a basis such that the endomorphism J is given by J , we have

GL(n,C) ∼= {A ∈ GL(2n,R) | A−1JA = J}.

The groups Sp(2n,R) and GL(n,C) are defined in terms of the matrix J .
If you look closer, you will realize that

O(2n,R) ∩ Sp(2n,R) = O(2n,R) ∩GL(n,C). (1.8)

This intersection has a name, U(n), and corresponds to the linear transfor-
mations preserving a hermitian metric.

Before this section we only dealt with vector spaces. What kind of objects
are GL(V ), O(V, g), Sp(V, ω) and GL(V, J)? We can see them, by choosing
a basis, inside Rn2

, but they are not vector subspaces, as they do not include
the zero, and the sum of two elements is not necessarily inside the group.
But they are not missing a structure, as they actually have two, which we
describe intuitively. Let us talk about about GL(V ), which we see as the
subset of Rn2

such that the determinant (a polynomial on the entrances of
the matrices) does not vanish.
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� It is an affine algebraic set, that is, it can be regarded as the vanishing
set of a polynomial. Wait, we said it is the subset of Rn2

where a
polynomial does not vanish. So, what? We can regard any matrix A
as the pair (A, detA) inside Rn2+1. The group GL(V ) corresponds to
the pairs (A, x) in Rn2+1 such that detA − x = 0, the vanishing of a
polynomial. As GL(V ) is moreover a group and the group operation
and the inverse are algebraic maps, we have that GL(V ) is an affine
algebraic group.

� On GL(V ) we have a topology coming from Rn2
, The elements close

to a matrix A in GL(V ) are given by A + X with X a matrix with
small entries. If det(A) 6= 0, then det(A+X) 6= 0 for X small enough,
so GL(V ) locally looks like a ball in Rn2

. This intuitively says that it
has the structure of a differentiable manifold. As it is a group and the
inverse and group operations are smooth, we get the structure of a Lie
group. This is the structure we will use.

We saw that we can define a linear riemannian metric on V by choosing
a basis {ei} and setting

g(ei, ej) = δij.

This correspondence defines a map from the set of bases of V , let us denote it
by Bas(V ), to the set of linear riemannian metrics on V . This map is clearly
onto, as any linear riemannian metric admits an orthonormal basis. In order
to study its kernel, we need a better understanding of the set of (ordered)
bases, let us denote it by Riem(V ),

Again, the set of bases Bas(V ) is not naturally a vector space (how
would you sum two bases?) but comes with some extra structure. Given two
bases, there is one and only one element in GL(V ) sending one to the other.
In other words, the group GL(V ) acts on Bas(V ) (that is, there is a map
ρ : GL(V ) → Maps(Bas(V ), Bas(V ))) transitively (there is one element in
GL(V ) sending one basis to the other) and faithfully (there is only one).
This structure is called a GL(V )-torsor. It is almost a group: if we choose
any element of Bas(V ) and we declare it to be the identity, we would have
a group. But we do not have a preferred choice of identity.

In order to describe the map Bas(V )→ Riem(V ), we choose b ∈ Bas(V ),
whose image is some g ∈ Riem(V ). Before we said that Bas(V ) = GL(V ) ·b.
Note now that b′ maps to g if and only if b′ ∈ O(V, g) · b, as, for b = {ei},

g(Aei, Aej) = g(ei, ej) = δij ←→ A ∈ O(V, g).

We thus get an isomorphism

Riem(V ) ' GL(V )

O(V, g)
' GL(n,R)

O(n,R)
,
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which we usually express as the latter. Analogously, the space of linear
symplectic structures and linear complex structures on a vector space V are
parametrized by the homogeneous spaces

GL(2n,R)

Sp(2n,R)
,

GL(2n,R)

GL(n,C)
.

1.7 Hermitian structures

Consider a hermitian metric on a complex vector space V , that is, a map
h : V ×V → C that is C-linear on the first component and satisfies h(v, u) =
h(u, v), which implies that is anti-linear on the second component. The usual
example is h(u, v) = uTv. The unitary group for the hermitian metric h is
defined by

U(n) := {M ∈ GL(n,C) | h(Mu,Mv) = h(u, v), for u, v ∈ Cn}.

Decompose an arbitary hermitian metric h into real and imaginary parts:

h(u, v) = R(u, v) + iI(u, v).

From h(Ju, v) = ih(u, v), we get R(Ju, v) = −I(u, v) so

h(u, v) = R(u, v)− iR(Ju, v).

And from h(v, u) = h(u, v), we get that R(u, v) = R(v, u), so R is a usual
real metric, let us denote it then by g, and I(u, v) = −g(Ju, v) becomes a
linear symplectic form, which we call −ω. We thus have

h(u, v) = g(u, v)− iω(u, v).

The condition of g(Ju, v) being a linear symplectic form is equivalent to

g(Ju, Jv) = −g(J(Jv), u) = g(v, u) = g(u, v),

that is, the complex structure J is orthogonal with respect to g.
We can thus conclude:

� On a vector space with a linear riemannian metric g and a linear com-
plex structure J such that J is orthogonal, we have that an automor-
phisms preserves g and J if and only if it preserves J and

h(u, v) = g(u, v)− ig(Ju, v),

that is
O(2n,R) ∩GL(n,C) = U(n).
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� On a vector space with a linear riemannian metric g and a symplectic
form ω such that g−1 ◦ ω is a linear complex structure (when we look
at g, ω as maps V → V ∗), we have that an automorphisms preserves g
and ω if and only if it preserves J and

h(u, v) = g(u, v)− iω(u, v),

that is
O(2n,R) ∩ Sp(2n,R) = U(n).

This is the statement of the identity (1.8) for general g, ω and J . Of course,
when we look at the matrix form, everything fits nicely. If the metric is
represented by the identity matrix Id (the one that makes A−1 = At), we
have that J given as in (1.4) is orthogonal, and the resulting symplectic form
ω is given Id ·J , that is, also by J .



Chapter 2

Generalized linear algebra

Being completely fair, the first part of this chapter should be called Dirac
linear algebra, as it is the base for linear Dirac structures.

Let us summarize some of the things we have done. Symplectic forms
are a skew-symmetric analogue of an inner product, which we can regard
as “skew-symmetric” isomorphisms V → V ∗ or V → V ∗. When we drop
the hypothesis of being isomorphisms we get linear versions of presymplectic
structures, say ω, and Poisson structures, say π.

Linear presymplectic and Poisson structures look different, but if we look
at their graphs,

gr(ω) = {X + ω(X) | X ∈ V }, gr(ω) = {π(α) + α | α ∈ V ∗},

they look quite similar:

gr(ω), gr(π) ⊂ V + V ∗, dim gr(ω) = dim gr(π) = dimV.

And this is not all, but to say more we need to talk about V + V ∗, which we
do next.

2.1 The generalized vector space V + V ∗

For a vector space V , consider the vector space V + V ∗. We will denote its
elements by X + α, Y + β, with X, Y ∈ V and α, β ∈ V ∗. This vector space
comes equipped with a canonical pairing

〈X + α, Y + β〉 =
1

2
(iXβ + iY α).

Given a subspace W ⊆ V + V ∗, define the orthogonal complement for this
pairing in the usual way by

W⊥ = {u ∈ V + V ∗ | 〈u,W 〉 = 0}.

19
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We say that W is isotropic if W ⊂ W⊥. We say that W is maximally
isotropic when it is isotropic and is not strictly contained in an isotropic
subspace. This is a general definition, for any pairing. In this case we will
see that maximally isotropic subspaces correspond to those W such that
W = W⊥.

To start with, take a basis (ei) of V and its dual basis (ei) of V ∗. By
considering the basis (ei, e

i) of V ∗ the canonical pairing is given by(
0 1

2
1
2

0

)
. (2.1)

If we consider the basis (ei + ei, ei − ei), it is given by(
1 0
0 −1

)
,

so we see that the signature is (n, n), as we have an orthogonal basis of n
vectors of positive length and n vectors of negative length.

This type of arguments allows us to show that the dimension of a maxi-
mally isotropic subspace must be at most dimV . Otherwise, we could choose
a basis in such a way that the matrix of 〈·, ·〉 is given by

∗
0 ∗

∗
∗ ∗ ∗ ∗

 ,

with a zero block bigger than an n × n-matrix, which is not possible as the
matrix must be invertible.

The dimension of any maximally isotropic subspace is always dimV , as
we next prove.

Lemma 2.1. For a vector space V , we have that dimV is the dimension of
any maximally isotropic subspace of V + V ∗.

Proof. Let L be a maximally isotropic subspace. We first show that L⊥

is semidefinite, that is, Q(v) ≤ 0 or Q(v) ≥ 0 for all v ∈ L. Otherwise,
choose a complement C so that L⊥ = L⊕C. If C has two vectors v, w with
Q(v) > 0 and Q(w) < 0, a suitable linear combination v + λw would be
null, and L ⊕ span(v + λw) would be isotropic containing L. Secondly, as
L⊥ ∩ V = {0}, we have that

dimL⊥ = dim(L⊥ ⊕ V )− dimV ≤ 2n− n = n,
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On the other hand, as the pairing is non-degenerate, we have dimL⊥ =
2n− dimL, so the previous equation becomes

2n− dimL ≤ n,

that is, dimL ≥ n, so dimL = n.

Fine print 2.1. In general one can show that the dimension of a maximally isotropic
subspace for a non-degenerate symmetric pairing of signature (m,n) is min(m,n).

Thus, V +V ∗ is a vector space of dimension 2n with a symmetric pairing
of signature (n, n) and the choice of two maximally isotropic subspaces, V
and V ∗.

We now go back to linear presymplectic and Poisson structures.

Proposition 2.2. Let ω ∈ ⊗2V ∗ and π ∈ ⊗2V , regarded as maps V → V ∗

and V ∗ → V . Denote by gr the graph of these maps.

� We have ω ∈ ∧2V ∗ if and only if gr(ω) is maximally isotropic in V +V ∗.

� We have π ∈ ∧2V if and only if gr(π) is maximally isotropic in V +V ∗.

Let L be a maximally isotropic subspace of V + V ∗.

� We have L∩V ∗ = {0} if and only if L = gr(ω) for a unique ω ∈ ∧2V ∗.

� We have L ∩ V = {0} if and only if L = gr(π) for a unique π ∈ ∧2V .

Proof. We prove the statements for ω, as they are analogous for π. The first
statement follows from

〈X + ω(X), Y + ω(Y )〉 = 0↔ ω(X, Y ) = −ω(Y,X).

For the statement about L, if L∩V ∗ = {0}, for each X ∈ V , there is at most
one α ∈ V ∗ such that X + α ∈ L. As dimL = dimV , there must be exactly
one, so L = gr(ω) for ω : X 7→ α whenever X + α ∈ L. Finally, from the
first part, ω ∈ ∧2V ∗. The converse is easy.

2.2 The symmetries

When we do linear algebra, we have the and the group of automorphisms
GL(V ). When doing generalized linear algebra, we want transformations
preserving the canonical pairing,

O(V + V ∗, 〈·, ·〉) := {g ∈ GL(V + V ∗) | 〈gu, gv〉 = 〈u, v〉 for u, v ∈ V + V ∗},
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where we will omit the pairing 〈·, ·〉 and write just O(V + V ∗). Regard the
elements of GL(V + V ∗) as a matrix

g =

(
A C
B D

)
where the entries are endomorphisms A : V → V , D : V ∗ → V ∗, B : V → V ∗

and C : V ∗ → V . By polarization, g ∈ GL(V + V ∗) belongs to O(V + V ∗) if
and only if

iAX+Cα(BX +Dα) = iXα

for any X + α ∈ V + V ∗. By choosing α = 0 we must have A∗B : V → V ∗

defines a skew 2-form, by choosing X = 0 we must have C∗D : V ∗ → V
defines a skew 2-vector, and when iXα 6= 0, we get A∗D + C∗B = Id.

Fine print 2.2. The same identities can be found by using matrices and the matrix repre-

sentation
(

0 1
2

1
2 0

)
for the canonical pairing.

We can describe some special elements:

� When B,C = 0, we get, for any A ∈ GL(V ), the element(
A 0
0 (A−1)∗

)
.

� When A = D = 1 and B = 0, we get the elements, for β skew,(
1 β
0 1

)
.

In the latter case, when we have C = 0 instead of B = 0, we get one of the
most important ingredients of our theory.

Definition 2.3. The elements of the form(
1 0
B 1

)
∈ O(V + V ∗),

for B ∈ ∧2V ∗, are called B-fields.

2.3 Maximally isotropic subspaces

Based on Proposition 2.4, maximally isotropic subspaces contain, as partic-
ular cases, the linear versions of presymplectic and Poisson structures.
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Not all maximally isotropic subspace are necessarily linear presymplectic
or Poisson. For instance, E+AnnE for E ⊆ V any subspace. This includes,
as particular cases, the subspaces V and V ∗, but when E is a proper subspace,
E + AnnE is neither linear presymplectic nor Poisson.

In this section we shall describe all maximally isotropic subspaces. Let
L ⊂ V +V ∗ be a maximally isotropic subspace. Denote by πV the projection
πV : V + V ∗ → V . Define

E := πV (L).

We first prove that Ann(E) ⊆ L: for β ∈ Ann(E), we have

2〈β,X + α〉 = iXβ = 0,

so Ann(E) ⊂ L⊥, that is span(L,Ann(E)) is an isotropic subspace. As L ⊂
span(L,Ann(E)) and L is maximally isotropic, we must have Ann(E) ⊆ L.
Moreover, it is then easy to check that Ann(E) = L ∩ V ∗.

We are going to define a map that sends X ∈ E to all the possible α ∈ V ∗
such that X + α ∈ L. Since α may not be unique, we see what the possible
options are. Let X + α ∈ L. We have that X + β ∈ L if and only if
β ∈ α + Ann(E), as α− β = (X + α)− (X + β) ∈ L ∩ V ∗ = Ann(E).

The previous observation allows to define the map

ε : E → V ∗

Ann(E)
→ E∗ (2.2)

X 7→ α + Ann(E) 7→ α|E, (2.3)

whenever X + α ∈ L. By the isotropy of L, this map satisfies ε ∈ ∧2E∗.
We then have that L equals the subspace

L(E, ε) := {X + α | X ∈ E,α|E = ε(X)}.

The converse statement is also true and we sum both up in the following
proposition.

Proposition 2.4. For any E ⊆ V and ε ∈ ∧2E∗, the subspace L(E, ε) is
maximally isotropic and any maximally isotropic L ⊂ V +V ∗ is of this form,
with E = πV (L) and ε defined as in (2.2).

As a consequence of this, the dimension of any maximally isotropic sub-
space is exactly dimV .

Fine print 2.3. This statement about the dimension can be proved directly by showing
first that if L is maximally isotropic, then L⊥ is semi-definite (that is, the quadratic form
Q satisfies Q ≤ 0 or Q ≥ 0) and then intersecting L with a maximal positive-definite or
negative-definite subspace.
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Global versions or maximally isotropic subspaces, together with an inte-
grability condition, will be defined as Dirac structures. Hence, it makes sense
to have the following definition.

Definition 2.5. A linear Dirac structure is a maximally isotropic sub-
spaces of V + V ∗.

Note that the image of a maximally isotropic space by an element g ∈
O(V + V ∗) is again maximally isotropic. With the notation of Section 2.2,
we have, for B ∈ ∧2V ∗,

( 1 0
B 1 )L(E, ε) = L(E, ε+ i∗B),

where the injection i : E → V gives the map i∗ : ∧2V ∗ → ∧2E∗, which is a
restriction to the elements of E. On the other hand, for A ∈ GL(V ),(

A 0
0 (A−1)∗

)
L(E, ε) = L(AE, (A−1)∗ε),

where A−1 : AE → E gives (A−1)∗ : ∧2E∗ → ∧2(AE)∗.

2.4 Annihilators of forms

In this section we show an alternative way of looking at maximally isotropic
subspaces as the annihilator of a form, as we did for complex structures in
(1.7), that is,

span(z̄1, . . . , z̄m) = Ann(z1 ∧ . . . ∧ zm).

For X ∈ V , we defined the contraction map iX : ∧kV ∗ 7→ ∧k−1V ∗. For
α ∈ V ∗ define now, for ϕ ∈ ∧kV ∗,

α∧ : ∧kV ∗ 7→ ∧k+1V ∗

ϕ 7→ α ∧ ϕ.

Note that for λ ∈ k we have iXλ = 0 and α ∧ λ = λα.
In generalized linear algebra, for X + α ∈ V + V ∗ and ϕ ∈ ∧•V ∗, define

the action
(X + α) · ϕ := iXϕ+ α ∧ ϕ. (2.4)

Define the annihilator of ϕ ∈ ∧•V ∗ by

Ann(ϕ) = {X + α | (X + α) · ϕ = 0}.

Denote (X + α) · ((X + α) · ϕ) by (X + α)2 · ϕ. We have that

(X + α)2 · ϕ = (X + α) · (iXϕ+ α ∧ ϕ) = iX(α ∧ ϕ) + α ∧ iXϕ
= iXα · ϕ− α ∧ iXϕ+ α ∧ iXϕ = iXα · ϕ = 〈X + α,X + α〉ϕ.
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As a consequence of this, Ann(ϕ) is always an isotropic subspace, as we have
Q(v) = 0 for v ∈ V + V ∗, which implies, by so-called polarization (in any
characteristic other than 2)

2〈u, v〉 = Q(u+ v)−Q(u)−Q(v),

that is, the pairing 〈·, ·〉 restricted to Ann(ϕ) is identically zero.
Some of the maximally isotropic subspaces we know can be easily recov-

ered as annihilators of forms. For instance,

Ann(1) = V, Ann(volV ) = V ∗,

for any choice of volume form volV ∈ ∧dimV V ∗ \ {0}.
A slightly more involved example is

E + Ann(E) = Ann(volAnnE).

Indeed, E + Ann(E) ⊂ Ann(volAnnE), and since E + Ann(E) is maximally
isotropic, they must be equal.

Note that ϕ is never unique, as Ann(ϕ) = Ann(λϕ) for λ 6= 0. The
converse is also true, but we will have to prove it later.

The most important example is perhaps

gr(ω) = {X + iXω : X ∈ V },

which is described as Ann(ϕ) for

ϕ = e−ω :=

bdimV/2c∑
j=0

(−ω)j

j!
= 1− ω +

ω2

2!
− ω3

3!
+ . . . .

The exponential of a form plays a very important role in our theory. For
B ∈ ∧2V ∗, recall the notation

eB :=

(
1 0
B 1

)
∈ O(V + V ∗).

On the other hand, we shall consider the action on ϕ ∈ ∧•V ∗ given by

e−B ∧ ϕ = ϕ−B ∧ ϕ+
1

2!
B2 ∧ ϕ− . . . =

∑
j=0

(−1)j
Bj

j!
∧ ϕ.

Lemma 2.6. Let ϕ ∈ ∧•V ∗ and consider the isotropic subspace L = Ann(ϕ).
We have

eB Ann(ϕ) = Ann(e−B ∧ ϕ).
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Proof. Let X + α such that (X + α) · ϕ = 0, we then have

(X + α + iXB) ·
∑
j=0

(−1)j

j!
Bj ∧ ϕ

=
∑
j=1

(−1)j

(j − 1)!
iXB ∧Bj−1 ∧ ϕ+

∑
j=0

(−1)j

j!
iXB ∧Bj ∧ ϕ = 0,

so eBL ⊂ Ann(e−B ∧ ϕ). For the converse, consider Y + β ∈ Ann(e−B ∧ ϕ),
write it as Y +(β− iYB)+ iYB. It follows that Y +(β− iYB) ∈ Ann(ϕ).

This lemma together with the example L(E, 0) is the key of the following
proposition.

Proposition 2.7. The annihilator Ann(ϕ) of a form ϕ ∈ ∧•V ∗ is a maxi-
mally isotropic if and only if it can be written as

ϕ = λeB ∧ (θ1 ∧ . . . ∧ θr),

for λ ∈ R∗, B ∈ ∧2V ∗. That is, ϕ is the B-transform of a decomposable
form.

Proof. All isotropic subspaces can be written as L(E, ε) for E ⊆ V and
ε ∈ ∧2E∗. The map i∗ : ∧2V ∗ → ∧2E∗ is surjective, as any element ∧2E∗

can be extended to ∧2V ∗ by choosing a complement of E in V , or, completing
a basis of E to a basis of V . Thus, there exists B ∈ ∧2V ∗ such that i∗B = ε
and we have

L(E, ε) = eBL(E, 0).

Recall that L(E, 0) = Ann(volAnnE), so, by Lemma 2.6,

L(E, ε) = e−B ∧ volAnnE,

where volAnnE is a decomposable form and the result follows. We include
the λ in the statement for the case r = 0 and to remind that the whole line
has the same annihilator.

Fine print 2.4. The extension of ∧2E∗ to ∧2V ∗ by choosing a complement W corresponds
to the identity

∧2V ∗ = ∧2(E +W )∗ ∼= ∧2E∗ ⊕ E∗ ⊗W ∗ ⊕ ∧2W ∗.

Note that ϕ as in Proposition (2.7) has a parity: it is either an even or
an odd form.

Before we review all this by looking at its complex version, when doing
linear generalized complex structure, it is a good idea to tell about what is
going on behind the scenes.
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2.5 The Clifford algebra and the Spin group

This section could be somehow completely hidden, but it would be a shame
not to take this opportunity to see the Clifford action and spinors in action.

Think about the action (X + α) · ϕ = iXϕ + αϕ. Since it is linear, we
have a map

⊗•(V + V ∗)→ End(∧•V ∗),

where (v1 ⊗ . . . ⊗ vr) · ϕ = v1 · (. . . (vr · ϕ)), for vi ∈ V + V ∗. Moreover
(X+α)⊗ (X+α) and Q(X+α) act on the same way, so the ideal generated
by the elements (X +α)⊗ (X +α)−Q(X +α) is in the kernel of the action,
so we have a map

⊗•(V + V ∗)

gen((X + α)⊗ (X + α)−Q(X + α) | X + α ∈ V + V ∗)
→ End(∧•V ∗).

The left-hand side is the Clifford algebra, which we define this in general for
a vector space with a quadratic form (W,Q):

Cl(W,Q) :=
⊗•W

gen(w ⊗ w −Q(w) | w ∈ W )
,

which we usually denote by Cl(W ). We use the notation

[w1 ⊗ w2 ⊗ . . .⊗ wr−1 ⊗ wr] = w1w2 . . . wr−1wr,

and equally for the product

(w1 . . . wr)(z1 . . . zs) = w1 . . . wrz1 . . . zs.

Note that, by polarization and being B the corresponding bilinear form, we
have the following identity on the Clifford algebra

vw = −wv + 2B(v, w). (2.5)

By choosing a basis {ei}, this means that any element can be written as
a linear combination of decomposable elements, where no element from the
basis appears more than once. In other words, the products of elements of
the basis with no repeated elements form a basis, together with 1 form a
basis of Cl(W ). Actually, we can write a map

∧•W → Cl(W ) (2.6)

v1 ∧ . . . ∧ vr 7→ v1 . . . vr. (2.7)
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This map is an isomorphism, but only of vector spaces in general, not of
algebras. As an algebra Cl(W ) is generated, analogously to the tensor, sym-
metric or exterior algebra, by 1 ∈ k and any basis of W , but the product is
not the same.

Actually, to be exact, there is one and only one case where the map (2.6)
is an isomorphism of algebras: when Q = 0. We do have

∧•W = Cl(W, 0),

and thus the Clifford algebra can be regarded as a generalization, actually a
quantization, of the exterior algebra.

We describe now the structure of Cl(W ) that we will need later. To start
with, the Z-grading of ⊗•W (given by the degree of the tensors) endows
Cl(W ) with a Z2-graded algebra. Indeed, Cl(W ) = Cl0(W )⊕Cl1(W ), where

Cl0(W ) = [⊗evW ], Cl1(W ) = [⊗oddW ]

and Cli(W )Clj(W ) ⊆ Cli+j(W ) for i, j ∈ Z2. We will use the decomposition
of an element α ∈ Cl(W ) as

α = α0 + α1.

Secondly, the algebra automorphism extending the map − Id on W , which
acts on ⊗•W by Id on ⊗evW and − Id on ⊗oddW , is defined also on Cl(W ).
We denote it by ·̃:

α̃ = α̃0 + α1 = α̃0 + α̃1 = α0 − α1.

The same happens with the reversing map ·T , the antiautomorphism defined
by

(v1 ⊗ . . .⊗ vr)T = vr ⊗ . . .⊗ v1.

As it preserves the ideal, it is also defined on Cl(W ) as

(v1 . . . vr)
T = vr . . . v1. (2.8)

The following observation is key in the understanding of the Pin and Spin
groups. Given two vectors u, v ∈ W , such that Q(u) 6= 0, the reflection is
defined as

Ru(v) = v − 2
B(u, v)

Q(u)
u.

This can be rewritten in terms of the Clifford algebra as, by (2.5),

v− 1

Q(u)
(uv+vu)u = v− 1

Q(u)
(uvu+vQ(u)) = −uv u

Q(u)
= −uvu−1 = ũvu−1,
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as any u ∈ W with Q(u) 6= 0 is invertible with inverse u−1/Q(u).
The trick of the tilde automorphism allows us to define this as a homo-

morphism from the group

Γ = {v1 . . . vr | vi ∈ V,Q(vi) 6= 0},

which is a subgroup of the group of units of Cl(W ) to GL(W ). Moreover, all
the reflections are orthogonal maps, so we actually have a group homomor-
phism, for g = v1 . . . vr,

Ãd : Γ→ O(W )

g 7→ (x 7→ g̃xg−1).

By Cartan-Dieudonné theorem, every orthogonal transformation (in a space
with a non-degenerate pairing) is a composition of reflections, by non-null

vectors, so we actually get that Ãd is a surjective map.
We shall compute the kernel of Ãd. A useful observation to do that is

that given any element γ ∈ Cl(W ) and a vector v ∈ W , we can always write

γ = α + vβ,

where α and β are elements of Cl(W ) that can be expressed without v.

Lemma 2.8. We have that ker Ãd = {±1}.

Proof. The kernel of Ãd consists of those g such that g̃v = vg for any v ∈ W .
By writing g = g+ +g−, the sum of even and odd parts, we get the conditions

g+v = vg+, g−v = vg−.

Write g+ = α + vβ, with α ∈ Clev(W ) and β ∈ Clodd(W ). We then get

αv = vα, vβv = vvβ,

where, by parity, the first identity is always satisfied and the second one is
never satisfied. Thus g+ = α, which does not contain v in its expression. As
the same argument applies for any v, we have that g+ must be a scalar in k∗.
Analogously for g− one obtains that g− does not contain v in its expression,

but as g− ∈ Clodd(W ), we have g− = 0. Thus ker Ãd ⊂ k∗. Conversely, any

scalar is in ker Ãd, as for a non-null vector v we have ( λ
Q(v)

v)v = λ 6= 0.

For the last part of this section, assume that W is a real vector space and
consider the subgroups

Pin(W ) = {g = v1 . . . vr | vi ∈ V,Q(vi) = ±1}

and

Spin(W ) = {g = v1 . . . v2s | vi ∈ V,Q(vi) = ±1} = Pin(W ) ∩ Cl0(W ).
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Proposition 2.9. The groups Pin(W ) and Spin(W ) are double covers of
O(W ) and SO(W ), respectively.

Proof. We consider the restriction of Ãd to Pin(W ). Its kernel is the in-
tersection of R∗ ⊂ Γ with Pin(W ). Let λ = v1 . . . vr ∈ Γ ∩ Pin(W ). We
have

λ2 = λTλ = (v1 . . . vr)
T (v1 . . . vr) = vr . . . v1v1 . . . vr = Q(v1) . . . Q(vr) = ±1.

So λ2 = ±1 and λ ∈ R∗, so the only possibilities are λ = ±1.
For the statement about Spin(W ), recall that reflections are orientation-

reversing transformations, so in order to preserve the orientation we need an
even number of them.

Fine print 2.5. The Clifford group is sometimes defined by Γ = {g ∈ Cl(W )× | ÃdgW =
W}. One can prove that this is equivalent to the definition we gave above. For more
details about this, see [Gar11][Sec. 8.1]. For a very good and straightforward introduction
to Clifford algebras and the Spin group, see [FO17].

We finish this section by relating the action of V +V ∗, and hence Cl(V +
V ∗), on ∧•V ∗, to the Clifford product when we regard ∧•V ∗ inside the Clifford
algebra. The way to do this is by ∧•V ∗ = Cl(V ∗), since V ∗ is isotropic. So,
we actually have an action

Cl(V ⊕ V ∗)⊗ Cl(V ∗)→ Cl(V ∗). (2.9)

One can easily check that Cl(V ∗) is a subalgebra of Cl(V ⊕ V ∗). How is
the action (2.9) related to the Clifford product? First, let us derive some
identities for the union of dual bases {ei} ∪ {ei}, which is a basis of V ⊕ V ∗:

e2
i = 0, (ei)2 = 0 eie

i = 1− eiei, eie
j = −ejei.

Now, let us see if there is any relation to the Clifford product. For any
vector e1 and the differential form 1 ∈ ∧•V ∗, our initial action is ie11 = 0,
while the Clifford product is e11 = e1. They are not the same, but they
are actually related. We have that ∧•V ∗ is isomorphic to Cl(V ∗) · detV ⊂
Cl(V ⊕ V ∗), where detV ⊂ Cl(V ) ⊂ Cl(V ⊕ V ∗) is a one-dimensional vector
space generated by e1 . . . en. Let us check naively that we do not have the
same issue as before. The element 1 ∈ ∧•V ∗ corresponds to

e1 . . . en ∈ Cl(V ⊕ V ∗).

The action of e1 by the Clifford product is e1e1 . . . en = 0 = 0(e1 . . . en) ∈
Cl(V ⊕ V ∗), so the corresponding form is 0 and everything fits. Another
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example. The element e1 ∈ ∧•V ∗ corresponds to e1e1 . . . en ∈ Cl(V ∗) · det.
The action of e1 by Clifford product is

e1 · (e1e1 . . . en) = (1− e1e1)e1 . . . en = 1e1 . . . en,

which corresponds to 1 ∈ ∧•V ∗. One can formally check that this works,
that is,

(X + α) · ϕ = (X + α)ϕ detV,

where the products on the right-hand side are Clifford products.

2.6 Linear generalized complex structures

Linear generalized complex structures, as introduced in their global version
in [Hit12] and developed in [Gua11], are the first truly generalized concept
following the philosophy “whatever you do for V do it for V +V ∗ and require
the canonical pairing to be preserved”.

A linear generalized complex structure is an endomorphism J of
V + V ∗ such that J 2 = −1 that moreover is orthogonal for the canonical
pairing, that is, 〈J u,J v〉 = 〈u, v〉, for u, v ∈ V + V ∗.

Example 2.10. As first, and fundamental, examples, consider a linear com-
plex structure J and a linear symplectic structure ω. The endomorphisms

JJ :=

(
−J 0
0 J∗

)
, Jω :=

(
0 −ω−1

ω 0

)
(2.10)

are linear generalized complex structures.

It will useful to note that, for v ∈ V + V ∗,

〈Jv, v〉 = 0. (2.11)

This is a consequence of the orthogonality of J , as

〈Jv, v〉 = 〈J2v, Jv〉 = 〈−v, Jv〉 = −〈Jv, v〉.

One of the first questions we answered about linear symplectic and com-
plex structures was what vector spaces admit such a structure.

Proposition 2.11. A vector space V admits a linear generalized complex
structure if and only if dimV is even.
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Proof. Take a null vector v1 ∈ V + V ∗. The vector J v1 is null by the
orthogonality of J , and orthogonal to v1 by (2.11), so N1 = span(v1,J v1) is
an isotropic subspace. If it is not maximal, take a vector v2 ∈ N⊥1 . Again,
J v2 is null and orthogonal to v2. Moreover J v2 is orthogonal to N1, by
orthogonality of J and JN1 = N1. Thus, N2 = span(v1,J v1, v2,J v2) is an
isotropic subspace. This process can be repeated until we obtain

Nm = span(v1,J v1, . . . , vm,J vm),

an even-dimensional maximally isotropic subspace. Since the dimension of
a maximally isotropic subspace of V + V ∗ is dimV , we have that dimV
must be even, 2m. Conversely, by Example (2.10), any even dimensional
space admits a linear generalized complex structure, as it admits both linear
symplectic and complex structures.

Just as for usual complex structures, we can describe linear generalized
complex structures by looking at the +i-eigenspaces, which we will denote
by L. For Example 2.10 we have

LJ = V 0,1 ⊕ (V 1,0)∗, Lω = {X − iω(X) | X ∈ V }. (2.12)

These are subspaces of (V +V ∗)C. This complex vector space also comes
with a pairing, which is the C-linear extension of the pairing on V + V ∗.
For quadratic complex vector space, we do not have a concept of signature
as 〈iv, iv〉 = −〈v, v〉, and actually, all non-degenerate symmetric bilinear
pairings are equivalent. The spaces in (2.12), apart from satisfying LJ∩LJ =
Lω ∩ Lω = {0}, are both maximally isotropic subspaces of (V + V ∗)C. The
theory of maximally isotropic subspaces and forms that we developed for
linear Dirac structures applies here as well. Maximally isotropic subspaces
are describe by L(E, ε), where E ⊂ VC is a subspace and ε ∈ ∧2E∗. The
subspace L(E, ε) fits into the short exact sequence of vector spaces

0→ AnnE → L(E, ε)→ E → {0},

which shows that

dimC L(E, ε) = dimCE + dimC(AnnE) = dimC VC = dimV.

Lemma 2.12. The +i-eigenspace L of a linear generalized complex structure
is a maximally isotropic subspace of (V + V ∗)C.

Proof. By using (2.11) and the fact that J is orthogonal, we have

〈x− iJx, x− iJx〉 = 〈x, x〉+ i2〈Jx, Jx〉 − 2i〈x, Jx〉 = 〈x, x〉 − 〈x, x〉 = 0,

that is, all the vectors are null. By polarization, L is isotropic. As dimC L =
dimV , the result follows.
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So we could say that the condition dimC L = dimV we had for linear
complex structures seen as subspaces becomes being maximally isotropic for
linear generalized complex structures. It only remains to check that the
operator J defined by i on L and −i on L, as we did in Proposition 1.5 for
linear complex structures, is orthogonal. We use that L is also maximally
isotropic and any element v ∈ V +V ∗ can be written as v = l+ l̄, with l ∈ L.
The orthogonaly of J follows then from

〈J (l + l̄),J (l + l̄)〉 = 〈il − il̄, l − il̄〉 = 2〈l, l̄〉 = 〈l + l̄, l + l̄〉.

Thus, a linear generalized complex structure can be equivalently given by
a maximally isotropic subspace L ⊂ (V + V ∗)C such that L ∩ L = {0}.
Fine print 2.6. For a general subbundle L ⊂ (V + V ∗)C, the quantity dimL ∩ L is called
the real index.

Apart from the operator J and the subspace L, we also want to describe
linear generalized complex structures by using forms and annihilators. The
action (2.4) we had complexifies to

(V + V ∗)C → End(∧•V ∗C ).

So we will deal with complex forms, unlike the real forms we used for linear
Dirac structures. For instance, we have

LJ = Ann(vol(V 1,0)∗), Lω = Ann(eiω),

where vol(V 1,0)∗ is any non-zero (m, 0)-form for n = 2m (recall that dimV
must be always even by Proposition 2.11).

From Proposition 2.7, we have that the forms whose annihilator is a
maximally isotropic subspace are exactly

ϕ = λeB+iω ∧ θ1 ∧ . . . ∧ θr, (2.13)

with λ ∈ C∗, B,ω ∈ ∧2V ∗ and θi ∈ V ∗.
These ϕ above give complex Dirac structures, but linear generalized com-

plex structures satisfy the extra condition L∩L = {0}. How is this reflected
on ϕ? We see it next.

2.7 The Chevalley pairing

Let T be the reversing operator on ∧•V ∗ given, for αj ∈ V ∗, by

(α1 ∧ . . . ∧ αt)T = αT ∧ . . . ∧ α1.
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We define a pairing (·, ·) on ∧•V ∗ with values on detV ∗ = ∧topV ∗ by

(ϕ, ψ) = (ϕT ∧ ψ)top,

where top denotes the top exterior power or component.

Lemma 2.13. For v ∈ V + V ∗ we have (v ·ϕ, ψ) = (ϕ, v ·ψ). Consequently,
for x ∈ Cl(V + V ∗),

(x · ϕ, ψ) = (ϕ, xT · ψ),

and for g ∈ Spin(V + V ∗),

(g · ϕ, g · ψ) = ±(ϕ, ψ). (2.14)

Proof. We start with the first identity. By linearity, we can do it for forms
of pure degree. We have

(X · ϕs, ψt) = (ϕs, X · ψt)

when s+ t = dimV + 1, as (ϕs)T ∧ψt = 0 and iX(ϕs)T = (−1)s(iXϕ
s)T ; and

(α · ϕs, ψt) = (ϕs, α · ψt)

when s + t = dimV − 1, by commutation relations. The second identity
follows by repeated application of the first one, and the third identity follows
from gTg = ±1 for Spin(V + V ∗).

This pairing is useful to describe the condition L∩L in terms of spinors.
We will show this in general for L = Ann(ϕ) and L′ = Ann(ϕ′) two maximally
isotropic subspaces. We start with the simplest case.

Lemma 2.14. Let L = Ann(ϕ) a maximally isotropic subspace. We have
L ∩ V = {0} if and only if ϕtop 6= 0.

Proof. If ϕtop 6= 0, we have iXϕ
top 6= 0 and hence iXϕ 6= 0, so L ∩ V = {0}.

Conversely, write L = L(E, i∗B). For E = {0}, we have L(0, 0) = V ∗ and
is trivially satisfied, so we assume E 6= {0}. From L(E, i∗B) ∩ V = {0}, we
have that i∗B is non-degenerate (which implies r is even), that is, there is
no X ∈ E such that iXB = {0}. For X ∈ E, we have

iX(Bj ∧ θ1 ∧ . . . ∧ θr) = jiXB ∧Bj−1 ∧ θ1 ∧ . . . ∧ θr,

which implies that Bj ∧ θ1 ∧ . . . ∧ θr 6= 0 for j = 1, then for j = 2, etc., and
inductively we arrive to j = m− r/2, which corresponds to ϕtop 6= 0.
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Lemma 2.15. Let L = Ann(ϕ) be a maximally isotropic subspace, we have
L ∩ L(E ′, 0) = {0} if and only if (ϕ, volAnnE′) 6= 0.

Proof. Write L = L(E, i∗B), let r = dimE, r′ = dimE ′. When r+ r′ is odd,
we have

(ϕ, volAnnE′) = 0,

and otherwise we have

(ϕ, volAnnE′) = ±Bm−(r+r′)/2 ∧ θ1 ∧ . . . ∧ θr ∧ θ′1 ∧ . . . ∧ θ′r′ .

If L ∩ L(E ′, 0) 6= {0}, we have two cases

� either X ∈ E ′ belongs to E ∩ kerB, and iX(ϕ, volAnnE′) = 0.

� or α ∈ Ann(E ′) belongs to Ann(E), so θ1 ∧ . . .∧ θr ∧ θ′1 ∧ . . .∧ θ′r′ = 0.

In both cases, (ϕ, volAnnE′) = 0.
The condition L∩L(E ′, 0) = {0} is equivalent to i∗B being non-degenerate

on E ∩ E ′ and AnnE ∩ AnnE ′ = {0}. If E ∩ E ′ 6= 0 we have

iX(Bj ∧θ1∧ . . .∧θr∧θ′1∧ . . .∧θ′r′) = jiXB∧Bj−1∧θ1∧ . . .∧θr∧θ′1∧ . . .∧θ′r′

for j = 1, then j = 2, until j = m − (r + r′)/2, which is (ϕ, volAnnE′) 6= 0.
Otherwise, E ∩ E ′ = {0} and AnnE ∩ AnnE ′ = {0} imply that

(ϕ, volAnnE′) = ±Bm−(r+r′)/2 ∧ θ1 ∧ . . . ∧ θr ∧ θ′1 ∧ . . . ∧ θ′r 6= 0.

Lemma 2.16. Let L = Ann(ϕ) and L′ = Ann(ψ) be maximally isotropic
subspaces, we have L ∩ L′ = {0} if and only if (ϕ, ψ) 6= 0.

Proof. We write L′ = e−BL(E ′, 0), so that ψ = eB ∧ ψ′. We then have

eBL ∩ L(E ′, 0) = {0}.

By Lemma 2.15, (e−B ∧ ϕ, ψ′) 6= 0. By the invariance up to sign (2.14), we
get (ϕ, eB ∧ ψ′) 6= 0, that is, (ϕ, ψ) 6= 0.

As a consequence, we have the following.

Proposition 2.17. A linear generalized complex structure is given by a pure
form ϕ = eB+iω ∧ θ1 ∧ . . . ∧ θr ∈ ∧•V ∗C such that

(ϕ, ϕ) 6= 0.
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We finish this section by answering a question about linear complex
structures which was posed at the end of Section 1.5. Recall the notation
dimV = n = 2m.

Lemma 2.18. Linear complex structures are in one to one correspondence
to linear generalized complex structures of diagonal form ( ∗ 0

0 ∗ ).

Proof. This follows from the fact that the upper left block has to be a linear
complex structure (say, −J), and the bottom right block has to be minus its
dual (J∗). So we always have (

−J 0
0 J∗

)
.

Proposition 2.19. The forms in ∧•V ∗C whose annihilator gives a linear com-
plex structure are those decomposable forms Ω = θ1 ∧ . . . ∧ θm such that
Ω ∧ Ω 6= 0. Moreover, two forms give the same structure if and only if they
are multiples of each other.

Proof. First note that linear generalized complex structures of the form( −J 0
0 J∗

)
are given by forms of the form ϕ = θ1 ∧ . . . ∧ θr. From the con-

dition
(ϕ, ϕ) 6= 0

we must have r = m and ϕ ∧ ϕ 6= 0.
By Lemma 2.18, the −i-eigenspace of a usual complex structure is the

projection to V of the annihilator on V + V ∗ of ϕ as above, so the result
follows.

2.8 The type

Linear symplectic and complex are particular cases of linear generalized com-
plex structures, but there are many other. The type tells us how far we are
from being symplectic or complex.

Definition 2.20. The type of a linear generalized complex structure is de-
fined as follows:

� For an automorphism J ,

type(J ) =
1

2
dimR V

∗ ∩ J V ∗.
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� For a subspace L = L(E, ε),

type(L) = dimC VC − dimCE = dimC AnnV ∗C E = dimC(V ∗C ∩ L).

� For a form ϕ = ϕ0 + . . .+ ϕn,

type(ϕ) = min{k | ϕk 6= 0},

that is, the degree of the first non-vanishing component of ϕ.

Lemma 2.21. The three definitions are equivalent.

Proof. We start with the equivalence of the latter two. If L(E, ε) = Ann(ϕ)
and ϕ has type r, we can write, as in (2.13),

ϕ = λeB+iω ∧ θ1 ∧ . . . ∧ θr,

and we have

type(ϕ) = r = dim AnnE = dimC VC − dimCE = type(L).

We see now the equivalence between the first and the second one. As V ∗∩
J V ∗ is a complex vector space, we can take a basis {α1,Jα1, . . . , αr,Jαr}.
The elements {α1 − iJα1} are linearly independent in V ∗C ∩ L, so

1

2
dimR V

∗ ∩ J V ∗ ≤ dimC(V ∗C ∩ L).

Conversely, for a basis of V ∗C ∩ L, say {γ1, . . . , γr} we see that

{Reγ1, Imγ1, . . . ,Reγr, Imγr}

belongs to V ∗ ∩ J V ∗ and is linearly independent, so

1

2
dimR V

∗ ∩ J V ∗ ≥ dimC(V ∗C ∩ L),

and the equivalence type(J ) = type(L) follows.

Fine print 2.7. For Dirac structures, the definition of type is the real analogue for the real
subspace L and the real form ϕ.

We describe now an arbitrary linear generalized complex structures in
terms of known structures. We use the representation

ϕ = eB+iω ∧ θ1 ∧ . . . ∧ θr ∈ ∧•V ∗C .

We start with the extremal cases: type 0 and type m.
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Proposition 2.22. Linear generalized complex structures of type 0 and m are
B-field transforms of, respectively, linear symplectic and complex structures.

Proof. To start with, by commutativity of 2-forms, we have eB+iω = eB ∧
eiω. As eB ∧ ϕ corresponds to the transformation e−B Ann(ϕ) and e−B is
a symmetry of V + V ∗, that is, an orthogonal transformation, we study
structures up to the action by real B-fields eB.

Type 0 structures are given by ϕ = eB+iω = eBeiω such that (ϕ, ϕ) 6= 0.
We have

(eB ∧ eiω, eB ∧ eiω) = (eB ∧ eiω, eB ∧ e−iω) = (e2iω, 1),

so (ϕ, ϕ) 6= 0 if and only if ωm 6= 0. This means that type 0 structures are B-
field transforms of linear symplectic structures ω (seen as a linear generalized
complex structure).

Analogously, type m structures are transforms, by a complex B-field, of
a complex structure Ω seen as a linear generalized complex structure, that
is, ϕ = eB+iωΩ. The issue now is that eB+iω is a complex B-field, and we
regard only real B-fields as symmetries. However, if we consider the complex
structure on V coming from Ω, we can decompose V ∗C in terms of (p, q)-forms.
The form Ω is of type (m, 0) and we can decompose

B + iω = C2,0 + C1,1 + C0,2

into different types. As there are no (m+ 2, 0) or (m+ 1, 1)-forms, the only
component acting is C0,2. By defining

B′ = C0,2 + C0,2 ∈ ∧•V ∗,

we get a real form such that

ϕ = eB+iω ∧ Ω = eB
′ ∧ Ω,

that is, ϕ is the real B-field transform of a linear complex structure.

We now describe linear generalized complex structures of type r.

Proposition 2.23. A linear generalized complex structures of type r is equiv-
alent, up to B-field transform, to a linear symplectic structure on a n− 2r-
dimensional subspace ∆ ⊂ V together with a linear complex structure on the
2r-dimensional quotient V/∆.
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Proof. We have already seen how For ϕ = eBeiω ∧ Ω ∈ ∧•V ∗C , the condition
(ϕ, ϕ) 6= 0 means

ωm−r ∧ Ω ∧ Ω 6= 0.

Define ∆ = kerV (Ω ∧ Ω) ⊂ V . As we have

dimC kerVC(Ω ∧ Ω) = n− 2r, kerVC(Ω ∧ Ω) = (kerV (Ω ∧ Ω))C,

it follows that dimR ∆ = n− 2r.
Moreover, as Ω is decomposable and Ω ∧ Ω 6= 0, we have

kerVC(Ω ∧ Ω) = kerVC Ω ∩ kerVC Ω.

This implies that Ω is well defined as a form on VC/∆C. As such, it is a
decomposable form of degree equal to half of the dimension and satisfies
Ω ∧ Ω, so it defines a linear complex structure by Proposition 2.19.

We can thus say that linear generalized complex structures are B-field
transforms of a symplectic structure on a subspace ∆ ⊂ V together with a
transversal complex structure on V/∆.

2.9 A final example

Linear version of Poisson structures appeared in Dirac structures. Do they
appear somehow in linear generalized complex geometry? A naive answer
would be that if they are invertible, they correspond to a linear symplectic
structure, and then they do appear. But the truth is that there is always
one.

Lemma 2.24. For a linear generalized complex structure, the map

P := πV ◦ JV ∗ : V ∗ → V

is a linear version of a Poisson structure.

Proof. For α ∈ V ∗, we have P (α) = πV (Jα). We can use the pairing to
write, for β ∈ V ∗,

P (α, β) = β(πV (Jα)) = 〈β,Jα〉 = 〈J β,−α〉 = −〈α,J β〉 = −P (β, α),

where we are using that J is orthogonal. Thus, P ∈ ∧2V .

This lemma motivates the following example.
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Example 2.25. Let J be a linear complex structure and P ∈ ∧2T be a
linear Poisson structure. The endomorphism

J =

(
J P
0 −J∗

)
(2.15)

satisfies J 2 = − Id +JP − PJ∗, so we need to have

JP = PJ∗, (2.16)

that is, P commutes with the complex structure J . We also need J to be
orthogonal. We have

〈JX + Pα− J∗α, JX + Pα− J∗α〉 = iXα− (J∗α)(Pα),

so J is orthogonal if and only if (J∗α)(Pα) = 0, but, by using the condition
(2.16), we get

(J∗α)(Pα) = α(JPα) = α(PJ∗α) = P (J∗α, α) = −(J∗α)(Pα),

so J is indeed orthogonal. The type of this structure is easily computed
by using Definition 2.20. By skew-symmetry, the rank of P : V ∗ → V (the
dimension of the image) is even, and

dimR(V ∗ ∩ J V ∗) = n− rkP,

so the type is n−rkP
2

. Indeed, when P = 0, we get type m, and when P is a
symplectic structure we would get type 0.



Chapter 3

Geometry

This chapter is purposely very different to the previous one, as we will as-
sume some familiarity with manifolds. Manifolds are much more complicated
than vector spaces, but we will not aspire to be on control of everything (as
we did for linear algebra), but to approach and work on the most relevant
geometric notions within generalized geometry. A straightforward introduc-
tion to manifolds can be found in [Hit12], Chapters 1-6. More details can be
found in [Tu08].

3.1 The new operations d, LX and [·, ·]
Our starting point is a manifold M , its smooth functions C∞(M) and its
tangent and cotangent bundles, which we will denote simply by T and T ∗.
Sections of T are denoted by Γ(T ) (or X(M)) and called vector fields, whereas
sections of T ∗ are denoted by Ω1(M) and called differential 1-forms. We will
express everything in terms of M by convenience, but it is possible to consider
all these constructions over an open set U of M .

The operations we performed on vector spaces, as the wedge product,
can be performed also on vector bundles. As a result we obtain the exterior
bundle

∧•(TM) =
dimM⊕
k=0

∧k(TM),

whose sections are called differential forms

Ω•(M) =
dimM⊕
k=0

Ωk(M),

and analogously we could talk about multivector fields.

41
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Two of the operations we defined for vector spaces, the insertion operator
iX and the wedge product ∧ carry over to ∧•(TM). On a point p ∈ M , for
X ∈ Tp we have

iX : ∧kT ∗p → ∧k−1T ∗p ,

and for α ∈ ∧kT ∗p , β ∈ ∧lT ∗p we have

α ∧ β ∈ ∧k+lT ∗p .

These are operations of a linear nature: they can be defined at a point. When
extended to vector fields and differential forms we require smoothness of the
bundle maps, say, for X ∈ Γ(T ) we have

iX : ∧kT ∗p → ∧k−1T ∗p .

Still, the value of iXα at p only depends on Xp and αp.
This linear nature changes when doing geometry. Tangent vectors in

TpM are already an example of that. We can see it already if we take the
definition as equivalence classes of curves that have the same derivative,
through a chart, at p. Even if we try to hide this, by defining the tangent
space as derivations at p of functions around p, we get the same thing. For
X ∈ Γ(T ) and f ∈ C∞(M), the value of X(f) at p is Xp(f), and does not
depend only on f(p), it is not a linear algebra operation.

Vector fields are derivations of functions, so given a vector field X ∈ Γ(T )
and a function f ∈ C∞(M), we produce a new function X(f) ∈ C∞(M).
These suggest some kind of duality (but in the sense of a derivation) of vector
fields and functions. The right way to put this is the exterior derivative
(or exterior differential), which associates to each function a 1-form

d : C∞(M)→ Ω1(M)

f 7→ df

defined by
df(X) = X(f).

Of course, not every element of Ω1(M) is of this form, but a linear combina-
tion of elements of the form gdf , where gdf(X) = gX(f).

The exterior derivative is then extended to Ω•(M) by requiring linearity,
d2 = 0 and the property

d(α ∧ β) = dα ∧ β + (−1)|α|α ∧ dβ.

Note that this is the way we can extend our definition to higher degree
differential forms from 1-forms. To start with

d(gdf) = dg ∧ df.
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Fine print 3.1. In many places, the exterior derivative is defined first for an arbitrary
differential form in coordinates, the independence of coordinates is checked and then the
properties are proved.

Together with the Lie bracket of vector fields, there is another very im-
portant operations we want to consider, the Lie derivative

LX : ∧kT ∗ → ∧kT ∗.

The exterior derivative can be used to define both the Lie bracket and the
Lie derivative. For X, Y ∈ Γ(T ),

� the Lie derivative LX can be defined by Cartan’s magic formula

LX = diX + iXd.

� the Lie bracket can be defined by

i[X,Y ] = LXiY − iYLX =: [LX , iY ],

where the bracket on the right-hand side denotes the commutator.

Fine print 3.2. Note that also LX = [d, iX ] for a graded commutator, as d and iX have
both odd degree (+1 and −1 respectively), unlike LX , which has even degree, 0. With
this in mind we have

i[X,Y ] = [[d, iX ], iY ]

and this is called a derived bracket.

As a general rule for computations, the expression LXα is linear in X and
a derivation on α.

These are not the usual ways to define the Lie derivative and bracket, so
we say a word about other approaches.

The most intuitive of geometrical way of introducing the Lie derivative
is via the flow of the vector field. The flow is a 1-parameter subgroup of
diffeomorphisms {ϕt}. This has a very much dynamical interpretation. The
diffeomorphism ϕt tells us how the manifold has changed after time t. We
said 1-parameter because we are considering the evolution with respect with
one variable, the time t, and it is a subgroup because we want the evolution
after s + t seconds to be the evolution after s seconds of the evolution after
t seconds, ϕs+t = ϕs ◦ ϕt. This flow can act both in differential forms, and
we get what we got above, or vector fields, and we can recover, up to the
convention of a sign, the Lie bracket LXY = ±[X, Y ]. Finally, the exterior
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derivative can be recovered by Koszul’s formula. For θ ∈ Ωk(M), define, for
Xj ∈ Γ(T ),

dθ(X0, . . . , Xk) =
∑
j≤k

(−1)jLXj
θ(X0, . . . , X̂j, . . . , Xk)

+
∑
j<l

(−1)j+lθ([Xj, Xl], . . . , X̂j, . . . , X̂l, . . . , Xk), (3.1)

where the notation X̂j denotes that Xj is missing.

3.2 Complex and symplectic structures

If we only knew the linear algebra of complex and symplectic vector spaces
and now we wanted to define complex and symplectic structures on a man-
ifold M , we would just take the vector-space analogue of our manifold,
namely, the tangent bundle, and define a smooth bundle automorphism
J : TM → TM such that J2 = − Id and a non-degenerate differential
2-form ω ∈ Ω2(M). These are on the good path for a definition of com-
plex and symplectic structures on a manifold, and they are actually almost
complex and symplectic structures (almost symplectic is usually referred as
non-degenerate 2-form). But we are missing the geometrical information.

The key point is that complex and symplectic manifolds are manifolds
modelled, via charts, on complex and symplectic vector spaces such that
the changes of chart are holomorphic of symplectomorphic (elements of the
symplectic group) maps. If we have an atlas consisting of these charts, we
can pass to the vector bundle (differentiate) and define J and ω, respectively,
as above. But the opposite is not true. There is a constraint to integrate J
and ω to an actual atlas. And this is called the integrability condition. An
intuitive but detailed approach about what it means for an almost complex
structure to be integrable can be found in [Wel08, p. 28-29].

We give the definition of complex, symplectic and presymplectic struc-
tures.

Definition 3.1. A complex structure on a manifold M is a bundle map
J : TM → TM such that J2 = − Id and the +i-eigenbundle L of J is
involutive with respect to the Lie bracket, that is,

[Γ(L),Γ(L)] ⊂ Γ(L).

Definition 3.2. A symplectic structure on a manifold M is a non-degenerate
2-form ω ∈ Ω2(M) such that dω = 0.
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Definition 3.3. A presymplectic structure on a manifold M is a form ω ∈
Ω2(M) such that dω = 0.

Remark 3.4. We mention shortly the global version of a hermitian structure,
as discussed in Section 1.7. An almost Kähler structure on a manifold
M is given by a metric g and a complex structure J such that g(J ·, ·) is a
non-degenerate 2-form. We say that this structure is integrable, and hence
gives a Kähler structure, when dω = 0.

3.3 Poisson structures

Again, if you look at the linear version of Poisson structures, we would define
a Poisson structure on a manifold as

π ∈ Γ(∧2T ).

Just as before, this is on the right direction, but it is missing the crucial
geometric property.

Poisson structures on a manifold or Poisson manifolds, were not intro-
duced and are not usually presented as manifolds having a given local model,
but as manifolds together with a Poisson bracket: a Lie bracket on C∞(M),
a linear and skew-symmetric map

{·, ·} : C∞(M)× C∞(M)→ C∞(M)

(f, g) 7→ {f, g}.

This bracket determines a bivector by

π(df, dg) := {f, g},

and linearity (here we are using again that differential 1-forms are linear
combinations of gdf). Actually, it seems easier to define the Poisson bracket
from the bivector π and it would seem that they could be equivalent. The
key is that the Poisson bracket is not only a skew-symmetric operation, but
a Lie bracket, so it satisfies, for f, g, h ∈ C∞(M),

{f, {g, h}} = {{f, g}, h}+ {g, {f, h}},

and satisfies moreover Leibniz’s identity

{f, gh} = {f, g}h+ g{f, h}.
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Note that the Jacobi identity means that {f, ·} defines a vector field.
We call the vector fields coming from C∞(M) Hamiltonian vector fields and
denote them by

Xf := {f, ·}.
This property can be expressed in terms of π, but for that we need the

Schouten bracket. The Schouten bracket is the only bracket

[ , ] : Γ(∧kT )× Γ(∧mT )→ Γ(∧k+m−1T ),

extending the Lie bracket (when k = m = 1), acting on functions f ∈ C∞(M)
by [X, f ] = π(X)(f) for X ∈ Γ(T ), and satisfying the following properties,
for Z ∈ Γ(∧aT ), Z ′ ∈ Γ(∧bT ) and Z ′′ ∈ Γ(∧cT ):

� [Z,Z ′] = −(−1)(a−1)(b−1)[Z ′, Z],

� [Z, [Z ′, Z ′′]] = [[Z,Z ′], Z ′′] + (−1)(a−1)(b−1)[Z ′, [Z,Z ′′]],

� [Z,Z ′ ∧ Z ′′] = [Z,Z ′] ∧ Z ′′ + (−1)(a−1)bZ ′ ∧ [Z,Z ′′].

One can then show that the definition of a Poisson bracket is equivalent to

Definition 3.5. A Poisson structure is a bivector π ∈ ∧2T such that
[π, π] = 0 for the Schouten bracket.

Fine print 3.3. The Poisson bracket has a dynamical interpretation. Any function H ∈
C∞(M), called Hamiltonian, gives a vector field by {H, ·} and hence determines some
dynamics.

By using the properties of the Schouten bracket, one can write a unique
formula for this bracket. This is actually the proof that such a bracket exists.
For two multivector fields, Z ∈ Γ(∧kT ) and Z ′ ∈ Γ(∧mT ), we set

Z ◦ Z ′(df1, . . . , dfk+m−1)

:=
∑

σ∈Σk+m−1

(−1)σ

k!(m− 1)!
Z(dZ ′(dfσ1, . . . , dfσk), dfσ(k+1), . . . , dfσ(k+m−1)),

so that Z ◦ Z ′ is extended by linearity, and define

[Z,Z ′] = [Z,Z ′]− (−1)(k−1)(m−1)Z ′ ◦ Z.

Now we can see that the condition [π, π] = 0 corresponds to the Jacobi
identity for {·, ·}. Recall that π(df, dg) = {f, g}, so we have

1

2
[π, π](df, dg, dh) = π(π(df, dg), dh) + π(π(dg, dh), df) + π(π(dh, df), dg)

= {{f, g}, h}+ {{g, h}, f}+ {{h, f}, g}.
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Finally, we have a consequence of the integrability condition,

X{f,g}(h) = {{f, g}, h} = {f, {g, h}} − {g, {f, h}} = [Xf , Xg](h), (3.2)

so X{f,g} = [Xf , Xg]. We can see this as a Lie algebra homomorphism

(C∞(M), {·, ·})→ (Γ(T ), [·, ·])
f 7→ Xf .

3.4 The symplectic foliation

The formula X{f,g} = [Xf , Xg] obtained in (3.2) is important in order to
describe geometrically a Poisson structure. First regard π as a map T ∗M →
TM and consider the image of π. This is giving us a vector subspace of
Rx := π(T ∗xM) ⊂ TxM at each point x ∈ M . This assignment is called a
distribution. Note that the dimension of Rx is not necessarily the same.
This image is C∞(M)-generated by Hamiltonian vector fields, as π(df) = Xf .
Property (3.2) is telling us that the distribution R is involutive with respect
to the Lie bracket.

Being involutive is a very special property. If we had an immersed mani-
fold N ⊂ M and consider the distribution TN ⊂ TM , we have that Γ(TN)
is involutive with respect to the Lie bracket. The surprising fact is that the
converse is true when the dimension of Rx is always the same (the distribu-
tion is then called regular). Given a regular distribution R, there exists a
foliation of M , that is, a collection of disjoint immersed submanifolds such
that M = ∪iNi, for x ∈ Ni we have Rx = TxNi, and there are local charts
(x1, . . . , xn) of M , such that the leaves correspond to the vanishing of the
last n− dimRx coordinates.

A subtle point is that we want to consider distributions that are not
regular. The definition is kind of the same, but in this case we have to
say that we can locally find vector fields generating our distribution at each
point. A usual condition to check involutivity is the following.

Definition 3.6. A foliation D ⊂ T is called of finite type when around each
point p ∈M we can find finitely many local vector fields {Xi} generating D
such that for any smooth X ∈ Γ(D), we have, for some cji ∈ C∞(M),

[X,Xi] =
∑
i,j

cjiXj.

Integrability is then a consequence of finite type (for the statement see
[Sus73, Thm. 81], and to read more about this look at [DZ05, Sec. 1.5]).
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We had to talk about a few new concepts, but the bottom line is that the
image of a Poisson structure can be seen as the tangent spaces of a foliation
on our manifold. What structure do we have in our foliation? Well, we are
just starting with a Poisson structure π, so we may want to know how π
behaves on the leaves. Take a leave S, can we restrict π to S? For this we
would need to define a map T ∗S → TS. Start with β ∈ T ∗xS, in order to
use π, extend β to α ∈ T ∗xM (by this we mean a 1-form defined only on
S; we can always do that but not uniquely). Apply now π to get π(α). As
TxS = Imπx, we have that π(α) is in TxS. It only remains to check that this
definition does not depend on the choice of α. Say we have α, α′ extending
β. We then have that α − α′ is zero on TS. By skew-symmetry, for any
γ ∈ T ∗SM ,

π(α− α′, γ) = −π(γ, α− α′) = (α− α′)(π(γ)) = 0. (3.3)

In other words, we are defining πS(α|S) = π(α), and we have that the bivector
restricts to S,

πS : T ∗S → TS,

but this is a very special bivector, and not only because one can prove that
it is a Poisson bivector, but because it is a bijection, as we have seen it is
injective by (3.3), or because TS is the image of π. Thus, each of the leaves
has a Poisson structure that is non-degenerate, this is the same as saying
that we have a symplectic foliation of the manifold M .

Proposition 3.7. A Poisson structure on M describes a symplectic foliation
on M .



Chapter 4

Generalized geometry

We are arriving to our final destination: generalized geometry. It is time to
combine the generalized linear algebra we developed in Chapter 2 with the
differential geometry we recalled in Chapter 3.

Let us sum up: in differential geometry we have the tangent bundle T ,
whose sections are endowed with a Lie bracket satisfying the Leibniz rule

[X, fY ] = X(f)Y + f [X, Y ].

Generalized algebra replaced a vector space V with V +V ∗, so we would like
to consider T + T ∗ as a generalized version, or analogue, of T .

What does it mean for T + T ∗ an analogue of T? Well, a good start in
order to do geometry would be to define a bracket on its sections. There is a
notion that describes precisely this situation: a vector bundle with a nicely
behaved bracket.

Definition 4.1. A Lie algebroid is a vector bundle E →M together with
a bundle map π : E → T , called the anchor map, and a Lie bracket on Γ(E),
such that, for X, Y ∈ Γ(E) and f ∈ C∞(M),

[X, fY ] = π(X)(f)Y + f [X, Y ].

As a consequence, we also have π([X, Y ]) = [π(X), π(Y )].

Examples of Lie algebroids are any Lie algebra g, regarded as a vector
bundle over a point g→ {∗}, or the tangent bundle T with an identity anchor
map. One is therefore tempted to turn T + T ∗ into a Lie algebroid, and we
could do that in many ways. For instance, the bracket [X + α, Y + β] =
[X, Y ], where the right-hand side is the Lie bracket of vector fields. However,
this is not very helpful, as we just ignoring the differential 1-forms. Other
brackets are possible, but we want one that interacts with Dirac structures
and generalized complex structures.

49
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4.1 The Dorfman bracket

Instead of displaying a God-given bracket, we will look for it. The main idea
is that the various integrability conditions we have (involutivity for complex
structures, closedness for presymplectic and symplectic forms, [π, π] = 0 for
Poisson structures) should all be defined in the same way: as involutivity of
the corresponding Dirac or generalized complex structures.

Just as in generalized algebra, an almost complex structure J on M de-
termines the subbundle

LJ = T 0,1 + (T 1,0)∗.

We think now about the complexified version of the bracket. Say the TC-
component of the bracket [X + α, Y + β] is [X, Y ]. We then have that
the involutivity of LJ would imply the involutivity of T 0,1 and hence the
integrability of J , so it seems a good idea for our bracket to be

[X + α, Y + β] = [X, Y ] + P,

where P is some 1-form defined in terms of X,α, Y, β.
Let us look now at Dirac structures. For a form ω ∈ Ω2(M), we have the

subbundle
Lω = {X + ω(X) | X ∈ T}.

We would like the involutivity of Lω to be equivalent to dω = 0. As we set

[X + ω(X), Y + ω(Y )] = [X, Y ] + P,

involutivity means ω([X, Y ]) = P . This has to be equivalent to dω = 0. By
the formula i[X,Y ] = [LX , iY ] we have

P = ω([X, Y ]) = LXω(Y )− iYLXω = LXω(Y )− iY dω(X)− iY iXdω.

Thus, dω = 0 if and only if P = LXω(Y )− iY dω(X). This suggests defining
the bracket in general as follows.

Definition 4.2. The Dorfman bracket of X + α, Y + β ∈ Γ(T + T ∗) is
given by

[X + α, Y + β] = [X, Y ] + LXβ − iY dα.

This bracket gives us a good service for symplectic structures, and we
will actually check that all the intebrability conditions we know correspond
to the same thing: involutivity with respect to this bracket.

Is this a Lie bracket? It is certainly linear to start with, but when it
comes to check skewsymmetry...

[X + α,X + α] = diXα = d〈X + α,X + α〉,
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we see that this is not the case (as we can always find X + α such that iXα
is not constant). This may seem a bit discouraging, but we should not give
up so soon. There are also some good news.

Lemma 4.3. The Dorfman bracket satisfies, for u, v, w ∈ Γ(T + T ∗),

[u, [v, w]] = [[u, v], w] + [v, [u,w]].

Proof. Direct computation, a bit tedious.

This is to say that [u, ·] is a derivation of the bracket. And we have more.

Lemma 4.4. For u, v ∈ Γ(T + T ∗) and f ∈ C∞(M), we have

[u, fv] = π(u)(f)v + f [u, v].

Proof. Direct computation.

Okay, three out of four, we could say. Not bad! But with this obsession
with the bracket, we have forgotten about one of the main features of V +V ∗:
the canonical pairing. This pairing generalizes automatically and we get
a smooth bundle map

〈·, ·〉 : (T + T ∗)× (T + T ∗)→ C∞(M)

given by

〈X + α, Y + β〉 =
1

2
(iXβ + iY α).

And there are more good news as [u, ·] is also a derivation of the pairing.

Lemma 4.5. The Dorfman bracket satisfies, for u, v, w ∈ Γ(T + T ∗),

π(u)〈v, w〉 = 〈[u, v], w〉+ 〈v, [u,w]〉.

Proof. Direct computation.

These are a good bunch of properties and they are actually the base for
the definition of a new structure.

Definition 4.6. A Courant algebroid (E, 〈·, ·〉, [·, ·], π) over a manifold M
consists of a vector bundle E →M together with a non-degenerate symmetric
bilinear form 〈·, ·〉 on E, a linear bracket [·, ·] on the sections Γ(E) and a
bundle map π : E → TM such that the following properties are satisfied for
any u ∈ Γ(E):

� we have [u, u] = D〈u, u〉,
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� the operator [u, ·] is a derivation of the bracket,

� the operator [u, ·] is a derivation of the pairing,

whereD : C∞(M)→ Γ(E) is defined, for f ∈ C∞(M), byDf = (2〈·, ·〉)−1π∗df.
As a consequence, we have, for u, v ∈ Γ(E) and f ∈ C∞(M):

� the anchor map preserves the bracket, π([u, v]) = [π(u), π(v)].

� Leibniz’s rule, [u, fv] = π(u)(f)v + f [u, v].

Fine print 4.1. One could have forced the bracket to be skew-symmetric, just by defining
the Courant bracket

[u, v]Cou =
1

2
([u, v]− [v, u]),

and some people prefer to do it this way. However, this would spoil the other nice properties
we have, so we do make the choice of working with the Dorfman bracket.

What we have proved in this section is that

(T + T ∗, 〈·, ·〉, [·, ·], π)

is a Courant algebroid. We will not go into the theory of Courant algebroids,
so for us it will be the Courant algebroid. It is a good exercise to see what
of the things we will say about T + T ∗ can be said also about an arbitrary
Courant algebroid.

Once we have endowed T + T ∗ with the Courant algebroid structure, we
are ready to do generalized geometry.

4.2 Dirac structures

When we defined the Dorfman bracket, we were inspired by the involutivity
of gr(ω). Based on the fact that ω is closed if and only if gr(ω) is involutive
we give the following definition.

Definition 4.7. A Dirac structure is a maximally isotropic subbundle
L ⊂ T+T ∗ whose sections are involutive with respect to the Dorfman bracket.

Would we be able to give a geometrical description of this definition, in
the same way we showed that Poisson structures are symplectic foliations? To
start with, the projection π(L) defines a distribution E ⊂ T . The involutivity
of L together with π([u, v]) = [π(u), π(v)] yields that this distribution is of
finite type (Definition 3.6), and hence there is a singular foliation M = ∪aNa

integrating E.
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Consider a leaf S of this foliation. Over S we can use a global version
of the description of maximally isotropic subspaces as L(E, ε) of Proposition
2.4. In this case, as π(L)|S = TS, we have

L|S = L(TS, εS),

where εS ∈ ∧2T ∗S. The involutivity of L implies, for X + α, Y + β ∈ Γ(L)
such that X|S, Y|S ∈ Γ(TS), that

(LXβ − iY dα)|S = εS([X, Y ]),

which means that
dSεS = 0,

that is, we have a presymplectic form on each leaf of the foliation.
Analogously to Proposition 3.7, we have the following.

Proposition 4.8. A Dirac structure on M describes a presymplectic folia-
tion.

We took the shortest route to get to this geometrical interpretation. Be-
fore passing to the next section, let us review some general facts closely
related to what we did. To start with, note that if we have a Dirac struc-
ture L, we can restrict the pairing, which becomes just zero by isotropy, the
bracket, as it is involutive, and the anchor map. As the pairing is zero, the
identity [u, u] = D〈u, u〉 becomes [u, u] = 0, so the restriction of the bracket
becomes a Lie bracket and L becomes a Lie algebroid. Any Lie algebroid
L, not only a Dirac structures, determines a foliation. Consider the image
π(L) ⊂ T . By the property [π(u), π(v)] = π([u, v]), we have that, when L is
involutive π(L) is also involutive and hence defines a foliation.

This Lie algebroid approach is actually helpful when the distribution π(L)
is regular and hence a subbundle of T . We first need to define the Lie
algebroid differential. Analogouly to (3.1), one defines an exterior derivative
on L. For θ ∈ Γ(∧kL∗) and Xi ∈ Γ(L), define

dLθ(X0, . . . , Xk) =
∑
j≤k

(−1)jπ(Xj)θ(X0, . . . , X̂j, . . . , Xk)

+
∑
j<l

(−1)j+lθ([Xj, Xl], . . . , X̂j, . . . , X̂l, . . . , Xk).

The exterior derivative on L satisfies similar properties to the usuale exte-
rior derivative and can also de used to define the Lie derivative on Γ(∧•L∗)
through the identity LX = dEiX + iXdE. One can then use the inclusion
i : E → T , and how it commutes with i∗LX = (dEiX + iXdE)i∗ to describe
regular Dirac structure, those where π(L) is a regular distribution.
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Proposition 4.9. A regular Dirac structure on M can be described as L(E, ε)
where E is an involutive subbundle of T and dEε = 0 for the Lie algebroid
differential.

From this, it follows that M has a presymplectic foliation on the leaves
given by E, but this only covers the regular case.

4.3 Differential forms and integrability

This section applies for real and complex Dirac structures. We defined a
Dirac structure as a global version of a linear Dirac structure (Definition
4.7). We upgraded vector subspaces to vector subbundles, while keeping
the maximally isotropic condition, and added an integrability condition, the
involutivity with respect to the Dorfman bracket, which we defined in Section
4.1 inspired by presymplectic structures.

We had another way of defining linear Dirac structures, as annihilators
of pure differential forms (Proposition 2.7). When trying to give a global
version of this, the fact that the differential forms is not uniquely defined is
an issue, as we may not have a globally defined differential form. However,
since we know that any two spinors differ by a scalar, we can make the
following definition.

Definition 4.10. The canonical bundle of a Dirac structure L is the
smooth line bundle K of ∧•V ∗ given pointwise by

Kx = {ϕ ∈ ∧•V ∗ | Ann(ϕ) = Lx} ∪ {0}.

Although ϕ is defined only locally, we state the results using M and
ϕ ∈ Ω•(M). If ϕ is defined only on an open subset U , by setting M = U ,
the results apply.

In the examples we have, note that the subbundle gr(ω) for ω ∈ Ω2(M)
is the annihilator of the global form ϕ = e−ω. The integrability condition is
dω = 0, or in other words, dϕ = 0. This may be a good guess, but we cannot
just rely on the simplest examples.

We move now to finding the right integrability condition. Before doing
that, we need to generalize the usual formula i[X,Y ] = [LX , iY ] to the action
of Γ(T + T ∗) on Ω•(M). Define, for u ∈ Γ(T + T ∗),

Luϕ = d(u · ϕ) + u · (dϕ).

We have the following lemma.
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Lemma 4.11. For ϕ ∈ Ω•(M) and u, v ∈ Γ(T + T ∗), we have

[u, v] · ϕ = [Lu, v·]ϕ.

Proof. Direct but very tedious computation.

Proposition 4.12. The subbundle L = Ann(ϕ) is involutive if and only if

u · (v · dϕ) = 0. (4.1)

Proof. Involutivity means that, for any u, v ∈ Γ(L), we must have [u, v] ∈
Γ(L), that is,

[u, v] · ϕ = 0.

By Lemma 4.11, and using that u · ϕ = v · ϕ = 0, the previous equation is
just

u · (v · dϕ) = 0.

Condition (4.1) is not satisfactory at all, as we say something about ϕ by
using sections of Ann(ϕ). However, we can reinterpret it thanks to following
lemma.

Lemma 4.13. Let L be a maximally isotropic subbundle. The canonical sub-
bundle of K is the subbundle annihilated by any section of L. The subbundle
(T +T ∗) ·K, that is, the bundle whose sections are exactly Γ(T +T ∗) ·Γ(K),
is the bundle annihilated by exactly any two sections of L.

Proof. The statement about K follows from its definition. For the statement
about (T + T ∗) ·K, consider u ∈ Γ(T + T ∗) and l ∈ Γ(L). We have

l · (u · ϕ) = −u · (l · ϕ) + 2〈u, l〉ϕ = 2〈u, l〉ϕ.

On one hand, this is not zero for all u and l, so not any section of L annihilates
(T + T ∗) ·K. On the other hand, for l′ ∈ Γ(L),

l′ · (l · (u · ϕ)) = l′ · (2〈u, l〉ϕ) = 0,

so it is exactly annihilated by any two sections of L.

As a combination of Proposition 4.12 and Lemma 4.13 we get the following
proposition.

Proposition 4.14. A maximally isotropic subbundle L given by Ann(ϕ) is
involutive if and only if there exists X + α ∈ Γ(T + T ∗) such that

dϕ = (X + α) · ϕ.
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Note that dϕ = 0 is stronger than the integrability condition, and it
actually appears in the definition of generalized Calabi-Yau structures (a
global closed complex form ϕ such that (ϕ, ϕ̄) 6= 0), a special class, and
actually the starting point of, generalized complex structures.

Fine print 4.2. The subbundles K and (T + T ∗) · K can be seen as terms of a general
filtration of the differential forms. This filtration actually becomes a grading when dealing
with generalized complex structures. For more details see Sections 3.6 and 4.2 of [Gua04].

4.4 Generalized diffeomorphisms

A critic of generalized geometry would say that generalized complex geometry
is just the study of a certain class (those of real index zero) of complex Dirac
structures. An enthusiast of generalized geometry would say that generalized
geometry is more than just fitting symplectic and complex structures into
generalized complex structures (as we will do), but it is a change of mindset:
T becomes T + T ∗, as we have a pairing the linear transformations become
orthogonal transformations, the Lie bracket becomes the Dorfman bracket,
the Lie algebra of sections of T becomes the Courant algebroid T + T ∗, and
the diffeomorphisms become... this is the question we want to answer now.

Let us see first a way to redefine the usual diffeomorphisms. Note that any
diffeomorphism F : T → T that is a bundle map induces a diffeomorphism
f : M →M . The same is valid if we replace T by any vector bundle.

Lemma 4.15. The group of diffeomorphisms F : T → T that are bundle
maps, act linearly, and satisfy, for X, Y ∈ Γ(T ),

[F (X), F (Y )] = F [X, Y ]

are exactly the differentials f∗ of diffeomorphisms f : M →M .

Proof. First, note that f∗ satisfies all the hypotheses. Given F as in the
statement inducing f ∈ C∞(M), consider G = f−1

∗ ◦ F , so that G induces
the identity on M .

Consider h ∈ C∞(M), and apply Leibniz’s rule to both sides of

[G(hX), G(Y )] = G([hX, Y ]).

We get G(Y )(h) = Y (h) so, as G induces the identity on M , we have that G
must be the identity.

Definition 4.16. A generalized diffeomorphism is a diffeomorphism F :
T + T ∗ → T + T ∗ that is a bundle map, preserves the pairing, and satisfy,
for u, v ∈ Γ(T + T ∗),

[F (u), F (v)] = F [u, v].
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Example 4.17. Consider a diffeomorphism f : M → M . We use the nota-
tion f∗ : T → T for the differential and f∗ = (f ∗)−1 for the inverse of the
pullback on T ∗. The orthogonal bundle map

f∗ :=

(
f∗ 0
0 f∗

)
: T + T ∗ → T + T ∗

is a generalized diffeomorphism.

Lemma 4.18. For B ∈ Ω2(M), define eB :=

(
1 0
B 1

)
: T + T ∗ → T + T ∗.

We have that [eBu, eBv] = eB[u, v] for any u, v ∈ Γ(T + T ∗) if and only if
dB = 0.

Proof. Direct computation. It is essentially the same one we did in Section
4.1 to define the Dorfman bracket.

Theorem 4.19. The group of generalized diffeomorphisms is

Diff(M) n Ω2
cl(M).

Proof. We follow the proof of Lemma 4.15. For F : T+T ∗ → T+T ∗ covering
f ∈ C∞(M) consider the map G = f−1

∗ F , where f∗ is now like in Example
4.17. As G covers the identity, we apply, for h ∈ C∞(M), Leibniz’s rule to

[G(hu), v] = G([u, v]),

to deduce π(G(Y )) = Y . This means that G has the form(
1 0
B D

)
.

By orthogonality, that is, 〈G(u), G(u)〉 = 〈u, u〉, we get, for u = X, that
B ∈ Ω2(M) and for u = X + α, that (Dα)(X) = α(X), i.e., D = Id. Thus
G = eB, and by Lemma 4.18, we get that B must be closed.

Any generalized diffeomorphism can be written as f∗e
B where f ∈ Diff(M)

and B ∈ Ω2
cl(M).

Finally, note that eB ◦ f∗ = f∗ ◦ ef
∗B, as we have

f∗(f
∗B(X, ·)) = f∗(B(f∗X, f∗·)) = B(f∗X, ·) = if∗XB.

This gives the semidirect product structure, where the action of f ∈ Diff(M)
on B ∈ Ω2

cl(M) is by pullback.

Fine print 4.3. Formally, we would write F ∈ Γ(GL(T )) or F ∈ Γ(O(T +T ∗)), as sections
of bundle of groups (not principal bundles!). These are the bundles whose fibre at x are
the linear transformations of Tx or the orthogonal transformations of (T + T ∗)x.
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4.5 Generalized complex structures

We have looked at generalized complex structures in three different ways.
There is only one thing missing in order to have a complete picture of those:
expressing integrability in terms of J and not its +i-eigenspace. In order to
do that, we translate the involutivity of L to J . As

L = {u− iJ u | u ∈ T + T ∗},

we have that

[u− iJ u, v − iJ v] = [u, v]− [J u,J v]− i([J u, v] + [u,J v]),

and this is a section of L if and only if

J ([J u, v] + [u,J v]) + ([u, v]− [J u,J v]) = 0.

Definition 4.20. We define the Nijenhuis tensor of J as

NJ (u, v) = [J u,J v]− J [J u, v]− J [u,J v]− [u, v].

It is easy to check that this expression is a tensor (that is, C∞(M)-linear)
and it follows from above that J is integrable if and only if NJ vanishes.
The definition and the proof are actually the same as for usual complex
structures.

We thus have three ways of defining a generalized complex structure:

� A map J : T + T ∗ → T + T ∗ that is orthogonal, satisfies J 2 = − Id
and NJ = 0.

� A maximally isotropic subbundle L ⊂ (T +T ∗)C such that L∩ L̄ = {0}
and L is involutive with respect to the Dorfman bracket.

� A line subbundle K ⊂ ∧kT ∗C that is locally given by a pure differental
form ϕ such that (ϕ, ϕ̄) 6= 0 for the Chevalley pairing, and dϕ =
(X + α) · ϕ for some X + α ∈ Γ(T + T ∗).

We look at type 0 and type m structures as we did in Proposition 2.22.

Proposition 4.21. A type 0 generalized complex structure is the B-field
transform of a symplectic structure.
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Proof. Type 0 corresponds to a subbundle L = L(TC, B + iω), so there
is a globally defined differential form, eB+iω, whose annihilator is L. The
subbundle L is integrable if and only if

deB+iω = (X + α) · eB+iω. (4.2)

which is equivalent to

(dB + idω) ∧ eB+iω = (iX(B + iω) + α) ∧ eB+iω.

It follows that iX(B + iω) + α = 0 as there are no 1-forms on the left-hand
side, so condition (4.2) is deB+iω = 0, that is, dB = dω = 0, so ω is a
symplectic structure, and B a closed 2-form, a B-field.

In the case of type m, one proves that, in general, a transformation by
a ∂-closed (2, 0)-form B of a complex structure is recovered [Gua04, Prop.
4.22].

Structures of other type come from Example 2.25, after checking the
integrability condition, which comes from the integrability of the complex
and Poisson structure involved.

4.6 Type change in Dirac and generalized ge-

ometry

We looked at type in Section 2.8, both for Dirac and generalized complex
structures, as it is a property of maximally isotropic subspaces. Any maxi-
mally isotropic subspace has associated an invariant called the type, which
is an integer. When we consider manifolds, we can say that any maximally
isotropic subbundle L has associated an invariant called the type, which is
a... function with integer values. In principle this integer could change from
point to point, while preserving the parity, but is it really possible on a
connected manifold?

To answer this question, we can look locally, on a sufficiently small neigh-
bourhood U , where the subbundle L is given by ϕ ∈ Ω•(U). Write

ϕ = ϕ0 + . . .+ ϕn.

If ϕ0 does not vanish, the type is zero everywhere. If ϕ0 vanishes at some
point, the type will be higher at that point. As the vanishing set of a map is
a closed set, we get that the type is an upper-semicontinuous function, that
is, it can jump at closed subsets.

This still does not mean the type can jump, so let us see an example
where it happens.
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Example 4.22. Let M = R3 with coordinates (x, y, z) and consider the co-
ordinate vector fields {∂x, ∂y, ∂z}, which generate T at every point. Consider
the 1-forms {dx, dy, dz}, which are dual to the coordinate vector fields and
generate T ∗ at every point. Define the subbundle

L := span(z∂y + dx, z∂x − dy, dz) ⊂ T + T ∗.

To start with, L is a maximally isotropic subbundle, as

〈z∂y + dx, z∂y + dx〉 = 〈z∂x − dy, z∂x − dy〉 = 〈dz, dz〉 = 0,

〈z∂y + dx, dz〉 = 〈z∂y + dx, z∂x − dy〉 = 〈z∂x − dy, dz〉 = 0.

Secondly, L is involutive with respect to the Dorfman bracket. As the Leibniz
rule is satisfied, it is enough to check the brackets of the generators

[z∂y + dx, dz] = [z∂x − dy, dz] = 0 ∈ Γ(L),

[z∂y + dx, z∂x − dy] = Lz∂y(−dy)− iz∂xd(dx) = −dz ∈ Γ(L).

Note that πT (L) ⊆ T is span(∂x, ∂y) when z 6= 0, but just zero when z = 0.
Thus, the type of L is 1 when z 6= 0 and 3 when z = 0. We see that the type
is indeed an upper-semicontinuous function and the parity is preserved.

From the argument before the example, we see that generically the type
of a maximally isotropic subbundle is zero, so we define the type-change
locus as

{x ∈M | type(Lx) 6= 0}.

As this set is locally the zero set of a function ϕ0, we see that it is a closed
subset of codimension 1 in M for Dirac structures, or of codimension 2 for
generalized complex structures.

Example 4.23. Consider the differential form on C2 given by

ϕ = z1 + dz1 ∧ dz2.

This form is pure as for z1 = 0, ϕ = z1 ∧ z2, a decomposable 2-form, whereas
for z1 6= 0,

ϕ = z1(1 +
dz1 ∧ dz2

z1

) = z1e
dz1∧dz2

z1 , (4.3)

a multiple of the exponential of a complex 2-form. Moreover, ϕ has real
index zero, as

(ϕ, ϕ̄) = −dz1 ∧ dz2 ∧ dz̄1 ∧ dz̄2 6= 0.
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Thus, ϕ defines a generalized almost complex structure. We finally check
integrability, by using Proposition 4.14. Indeed, consider the generalized
vector field −∂z2 ∈ Γ(T ), it satisfies

dϕ = dz1 = (−∂z2) · (z1 + dz1 ∧ dz2) = (−∂z2) · ϕ.

So ϕ actually defines a generalized complex structure. The type of this
structure is 0 when z1 6= 0, by (4.3), and 2 when z1 = 0. We can say that the
structure given on C2 by ϕ is the B-field transform of a symplectic structure
on the open subset z1 6= 0 and jumps to a complex structure on z1 = 0.

4.7 Topological obstruction

For vector spaces, the only obstruction for the existence of a linear complex
structures was that the dimension must be even. This means that a manifold
admitting an almost complex structure must be even-dimensional, but this
is just a necessary condition, possibly and actually not sufficient. Note that
we are not even talking about integrability...

The thing is that a necessary and sufficient condition is not easy to find.
You can read more about this in the short informal note [Mil18] and references
therein, where low-dimensional cases are surveyed, or [Gua04, Prop. 4.16],
where a finer necessary condition is stated.

Our aim is not dealing with this highly non-trivial issue, but just show
the following.

Proposition 4.24. A generalized almost complex structure exists on M if
and only if an almost complex structure exists on M .

Proof. Let J be a generalized almost complex structure. We first show the
existence of a J -stable positive-definite subbundle C+ ⊂ T . It is easy to
find a positive-definite subbundle: choose any metric g on M (which always
exists by partitions of unity) and define C+ = {X + g(X)}. This is not
necessarily J -stable, but we can find one by starting with u ∈ T + T ∗ such
that 〈u, u〉 = 1, adding J u, which satisfies 〈J u,J u〉 = 1, 〈u,J u〉 = 0. The
orthogonal complement of span(u,J u) is not a null subspace, as the pairing
has signature (n−2, n). We take a positive-definite element v ∈ span(u,J u)⊥

and repeat the process until we get to a rank n subbundle C+. The process
stops as the pairing in (C+)⊥ has signature (0, n).

The anchor map restricted to C+, π|C+ : C+ → T, is an isomorphism,
since C+ and T have the same rank, and

kerπ|C+ = ker π ∩ C+ = T ∗ ∩ C+ = {0}
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as no element of T ∗ is positive-definite.
Thus, J induces in T an automorphism

J = π|C+ ◦ J ◦ π−1
|C+

squaring to − Id, that is, an almost complex structure.
For the converse, recall that any almost complex structure J produces a

generalized almost complex structure JJ as in the linear case, see (2.10).

4.8 A generalized complex manifold that is

neither complex nor symplectic

We proved that linear generalized complex structures are a symplectic struc-
ture on a subspace together with a complex structure on the quotient (Propo-
sition 2.23). But we have seen globally that generalized complex structures
are not just “products” of symplectic and complex structures, as we can
have type change (Section 2.8). However, we have showed that a manifold
admits a generalized almost complex structure if and only if it admits an
almost complex structure. Does every manifold with a generalized complex
structure necessarily admit a usual complex structure?

We first show that this is a very subtle question. To start with, it is
not known, to this date, whether every almost complex manifold of even
dimension greater or equal that six always admits a complex structure. There
is neither a proof of this fact, neither a counter-example. So, being realistic,
we should focus on dimension 2 and 4.

Dimension 2 is not an option either, as the parity of a generalized complex
structure is preserved, and a generalized complex structure on a surface is
just a symplectic (type 0) or a complex (type 1) structure.

We are left with type 4. Here we had a nice example on C2 of a type-
change generalized complex structure. This example is invariant by trans-
lations on z2, in particular by translations on z2 by Z2, so we can induce a
type-change structure on

C× C
Z2
∼= C× T 2.

By taking a neighbourhood of the identity of the first C, we have a type-
change generalized complex structure on D × T 2, where D is a disk and T 2

is a 2-torus. The structure is the B-transform of a symplectic everywhere,
apart from the torus corresponding to 0 ∈ D, where the structure jumps to
be complex.
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We refer now to [CG07] for more details and very broadly sketch the main
ideas.

This disk of tori, with a generalized complex structure whose type jumps
from 0 to 2 at the central torus, allows us to introduce type changes in
symplectic 4-manifolds. The idea is to replace the tubular neighbourhood of
a certain torus (it has to satisfy conditions like triviality of its normal bundle)
by the type change D × T 2. The gluing process has to be made with a lot
of care, to make sure that we a smooth manifold, and that the symplectic
structure is well defined around the gluing area. This is attained thanks to
a so-called C∞-log transformations.

The interesting point is that it was already known how to do such a
C∞-log transformation to obtain a manifold that does not admit neither a
complex nor a symplectic structure. If we start with a so-called elliptically
fibred K3 complex surface, the resulting manifold is

3CP 2#19CP 2,

which can be shown not to admit neither symplectic nor complex structures
by using Seiberg-Witten invariants.

Yet, the construction above gives a type change generalized complex
structure, so the category of generalized complex manifolds is strictly bigger
than the one of complex or symplectic manifolds.

4.9 Frame bundles and generalized metrics

We finish this section by making some comments on structure groups. We
purposely do this in a sloppy way, omitting many definitions. This section
just wants to mention the global version of the homogeneous spaces that
appeared at the end of Section 1.6.

The frame bundle of a manifold M is the fibre bundle whose fibre is the
GL(n,R)-torsor

FMx = {bases of TxM}.

Thus, FM = ∪x∈MFMx can be given the structure of a principal GL(n,R)-
bundle.

If we have a riemannian metric g on M , this gives a linear riemannian
metric gx at TxM and one can consider

OFMx = {g-orthogonal bases of TxM},

and OFM = ∪x∈MOFMx is given the structure of a principal Ø(n,R)-
bundle.
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We have that OFM ⊂ FM as a subbundle. This is called a reduction of
the structure group of FM from GL(n,R) to O(n,R). A riemannian metric
is actually equivalent to giving such a reduction. Equivalently, a complex
structure is a reduction from GL(2n,R) to GL(n,C). These reductions cor-
respond to almost structures (not necessarily integrable) and are referred to
as G-structures.

In generalized geometry, the structure group GL(n,R) is replaced by
O(n, n), as we have a canonical pairing of signature (n, n). In other words,
the frame bundle consists of bases orthogonal with respect to the canonical
pairing. Just as an almost complex structure is a reduction from GL(2n,R)
to GL(n,C), a generalized almost complex structure is a reduction from
O(2m, 2m) to U(m,m). This makes much sense if you remember the iden-
tity U(n) = O(2m,R) ∩GL(m,C).

What about a generalized metric? In the usual case, we said that a metric
is a reduction from GL(n,R) to O(n,R), a maximal compact subgroup. It
is a general principle that a metric can be interpreted as a reduction to the
maximal compact subgroup. Thus, a generalized metric should correspond
to a reduction from O(n, n) to O(n) × O(n). This is attained by specifying
a rank n subbundle where the pairing is positive definite (the first O(n),
say), and a rank n subbundle where the pairing is negative definite (the
second O(n)). Actually, since rank n is the maximal possible rank, such a
positive-definite subbundle determines, by its orthogonal complement, the
negative-definite one and we can make the following definition.

Proposition 4.25. A generalized metric is a maximal positive-definite
subbundle C+ ⊂ T + T ∗.

We already saw an example of a generalized metric: C+ in Section 4.7.
Generalized metrics in T + T ∗ are easy to describe. As C+ ∩ T ∗ = {0}, they
can be seen as graphs of maps T → T ∗. By decomposing such a map into its
symmetric g and skew-symmetric part B, we have

C+ = {X + g(X) +B(X) | X ∈ T}.

Note that B is globally a 2-form, but is not necessarily closed, so it is not a
B-field.

Generalized metrics play a fundamental role when defining generalized
Kähler manifolds, as we do to finish this section.

Recall from Remark 3.4 that a Kähler manifold is a complex manifold
(M,J) together with a riemannian metric such that ω := g(J ·, ·) is a closed
2-form (see also Section 1.7 to see the linear version of this).

When it comes to define a generalized Kähler manifold, symplectic and
complex structures have become particular cases of a generalized complex



4.10. INTERPOLATION BETWEEN COMPLEX AND SYMPLECTIC STRUCTURES65

structure, so we should have two generalized complex structures, and we
have to generalize the property that −ω(Ju, v) is a riemannian metric.

Definition 4.26. A generalized Kähler structure on M is a pair of com-
muting generalized complex structures J1, J2 such that the +1-eigenspace
of −J1J2 is a generalized metric.

Generalized Kähler manifolds were proved to be equivalent to the so-
called bihermitian manifolds, which were defined with the suitable hypothe-
sis to establish some field theories equivalences known as mirror symmetry.
This started a fruitful interaction between generalized geometry and mirror
symmetry, T -duality, etc.

Fine print 4.4. In the language of structure groups, a generalized Kähler structure gives
a reduction from O(2n, 2n) to U(n)×U(n).

For more on generalized Kähler manifolds, look at [Gua04, Ch. 6].

4.10 Interpolation between complex and sym-

plectic structures

We finally see an example of an interpolation between complex and symplec-
tic structures directly taken from [Gua04, Sec. 4.6].

A hyperKähler manifold is a manifold M together with three anticom-
muting usual complex structures {I, J,K} (that is, they satisfy the relations
of quaternions, IJ = −JI, etc.) and a riemannian metric such that

ωI := g(I·, ·), ωJ := g(J ·, ·), ωK := g(K·, ·)

are closed two forms.
Note that when we regard ωI , ωJ , ωK as maps T → T ∗, we have

ωII = −I∗ωI , ωJI = I∗ωJ , (4.4)

as

ωI(Iu, v) = −ωI(v, Iu) = −g(Iv, Iu) = −g(Iu, Iv) = −ωI(u, Iv),

ωJ(Iu, v) = g(JIu, v) = −g(IJu, v) = g(Ju, Iv) = ωJ(u, Iv).

Consider the generalized complex structures

JI :=

(
−I 0
0 I∗

)
, JωJ

:=

(
0 −ω−1

J

ωJ 0

)
,
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which clearly anticommute by (4.4).
Consider, for t ∈ [0, π

2
],

Jt = sin tJ1 + cos tJ2.

We have that (Jt)2 = − Id by the anticommutativity and thus define gener-
alized almost complex structures. Are they integrable?

In order to answer this question, note that if L be the +i-eigenspace of
the generalized complex structure J and B ∈ Ω2

cl, the operator

eBJ e−B

is the J -operator corresponding to eBL, and we know that L is integrable if
and only if eBL is.

For t ∈ [0, π
2
), set B = tan tωK , we then have

eBJte−b =

(
0 −(sec t ωJ)−1

sec t ωJ 0

)
,

which is integrable as ωJ is closed. For t = π
2
, the structure Jt is clearly

integrable, so Jt gives a curve of generalized complex structures connecting
a complex and a symplectic structures.
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