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Abstract. In this paper we analyze the oscillation of functions having derivatives in
the Hölder or Zygmund class in terms of generalized differences and prove that its growth
is governed by a version of the classical Kolmogorov’s Law of the Iterated Logarithm.
A better behavior is obtained for functions in the Lipschitz class via an interesting
connection with Calderón-Zygmund operators.

1. Introduction and main results

We introduce the function spaces that will be used in the paper. For 0 < α < 1, Λα(Rd)
denotes the space of Hölder continuous functions of exponent α, that is, those f : Rd → R
such that

‖f‖α := sup
|f(x+ h)− f(x)|

|h|α
<∞,

where the supremum is taken over all x ∈ Rd and all h ∈ Rd \ {0}. The case α = 1,
will require an special treatment. We define the Zygmund class Λ1(Rd) consisting of all
continuous functions f : Rd → R such that

‖f‖1 := sup
|f(x+ h) + f(x− h)− 2f(x)|

|h|
<∞

and the Lipschitz class Lip(Rd), consisting of those f : Rd → R for which

‖f‖Lip := sup
|f(x+ h)− f(x)|

|h|
<∞,

the supremum being taken over all x ∈ Rd and all h ∈ Rd \ {0} in both cases.
While the Lipschitz class coincides formally with Λα for α = 1, it is more convenient in

this paper to reserve the notation Λ1 for the Zygmund class, the natural substitute of the
Lipschitz class in many problems in Analysis. Observe that Lip(Rd) ⊂ Λ1(Rd) ⊂ Λα(Rd) if
0 < α < 1 and that the modulus of continuity of Zygmund functions is O

(
t log(1/t)

)
([13]).

Now let m ≥ 0 be an integer and 0 < α ≤ 1. We define Cm,α(Rd) as the space of
functions f : Rd → R such that f is m times differentiable in Rd and all the derivatives
of f of order m belong to Λα(Rd). We say that k = (k1, ..., kd) is a multiindex if ki ≥ 0
are integers for i = 1, · · · , d and we call |k| := k1 + · · · + kd the degree of k. For x =

(x1, ..., xd) ∈ Rd we use the standard notations xk = xk11 · · ·x
kd
d and

∂k :=
∂k1

∂xk11

· · · ∂
kd

∂xkdd
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for the higher derivatives. If f ∈ Cm,α(Rd), we denote

‖f‖m,α :=
∑
|k|=m

‖∂kf‖α.

In this paper we will study oscillation properties of functions in the spaces Cm,α(Rd) in
terms of generalized differences. We first recall some classical facts and previous results.
While a Lipschitz function is differentiable almost everywhere by a classical result of
Rademacher ([12]), the situation can change dramatically for Hölder continuous functions
and Zygmund functions, even if d = 1. Hardy showed in [3] that if b > 1 and 0 < α ≤ 1
then the Weierstrass function fb,α : R→ R given by

fb,α(x) :=

∞∑
k=0

b−αk cos(bkx)

satisfies fb,α ∈ Λα(R) and fb,α is nowhere differentiable. See also [13], pag. 149. If
0 < α < 1, Hardy actually proved an stronger result:

(1.1) lim sup
h→0

|fb,α(x+ h)− fb,α(x)|
|h|α

> 0,

for each x ∈ R.

Inspired by earlier work of Lyubarskii and Malinnikova ([9]), the last two authors of the
present paper introduced in [8] a quantitative way of measuring the oscillation of Hölder
continuous functions. Let f ∈ Λα(R), with 0 < α < 1. For 0 < ε < 1/2 and x ∈ R, define

(1.2) Θεf(x) :=

ˆ 1

ε

f(x+ h)− f(x− h)

hα
dh

h
.

Observe that ‖Θεf‖∞ ≤ C log(1/ε) and that such global bound cannot be improved, as the
function f(x) = |x|αsgn(x) shows. However, the growth rate log(1/ε) can be substantially
improved for almost all x ∈ R. Indeed, the following Law of the Iterated Logarithm was
obtained in [8]:

lim sup
ε→0

|Θεf(x)|√
log(1/ε) log log log

(
1/ε)

≤ C(f, α) <∞,

for almost all x ∈ R. This result admits possible extensions in at least three directions:

i) higher dimensional analogues and functions of higher order of differentiability;
ii) the case α = 1, which was not covered in [8]; and
iii) the use of other asymmetric differences in (1.2) instead of the symmetric difference

f(x+ h)− f(x− h).

Let σ be a (signed) compactly supported Borel measure in Rd with finite total variation
and σ(Rd) = 0. For a locally integrable function f : Rd → R we define the generalized
differences associated to σ as

(1.3) ∆σf(x, h) :=

ˆ
Rd

f(x+ hw)dσ(w),

where x ∈ Rd and h > 0. Observe that, if d = 1, we recover the usual symmetric first
order difference f(x+h)− f(x−h) and the symmetric second order difference f(x+h) +
f(x − h) − 2f(x) by choosing σ := δ1 − δ−1 or σ := δ1 + δ−1 − 2δ0 in (1.3) respectively.
Note that this setting also captures the classical difference operators defined by

∆1f(x, h) := f(x+ h)− f(x)
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and
∆kf(x, h) := ∆1(∆k−1)f(x, h).

Actually, it is easy to see that

∆kf(x, h) =
k∑
j=0

(−1)k+j

(
k

j

)
f(x+ jh),

so ∆k = ∆σ for the choice

σ :=

k∑
j=0

(−1)k+j

(
k

j

)
δj .

The first and second order symmetric differences have been extensively used in Real
Analysis and there are a number of beautiful classical results on the interaction between
the symmetric differences and the usual derivatives. One of the most celebrated is the
theorem of Khintchine ([5]) according to which a measurable function f : R → R is
differentiable at almost every point x at which

lim sup
h→0

f(x+ h)− f(x− h)

2h
< +∞.

See [15] for this and other related results. A version of Khintchine’s theorem for certain
asymmetric differences was obtained by Valenti ([17]).

Now, if f ∈ Cm,α(Rd), and σ and ∆σ are as above, we define the oscillation function
associated to f and σ as

(1.4) Θσ
ε f(x) :=

ˆ 1

ε

∆σf(x, h)

hm+α

dh

h
,

for x ∈ Rd and 0 < ε < 1/2. From Lemma 2.1 in Section 2 below, it follows that
f ∈ Cm,α if and only if there exists a constant C > 0 such that sup{|∆σf(x, h)| : x ∈
Rd} ≤ C‖σ‖hm+α for any compactly supported σ of finite total variation with vanishing
moments of order at most [m + α]. Here ‖σ‖ denotes the total variation of σ in Rd. In
particular ‖Θσ

ε ‖∞ = O
(

log(1/ε)
)

for such σ’s and, as mentioned above, this estimate is
sharp. The following theorem, the main result of this paper, shows that, as in [8], this
global bound can be substantially improved by means of the corresponding Law of the
Iterated Logarithm.

Theorem 1.1. Let m ≥ 0 be an integer, 0 < α ≤ 1 and f ∈ Cm,α(Rd). Suppose that σ is
a compactly supported (signed) Borel measure on Rd of finite total variation such that

(1.5)

ˆ
Rd

xkdσ(x) = 0,

for any multiindex k with 0 ≤ |k| ≤ [m+ α]. Let Θσ
ε f be as in (1.4). Then, there exits a

constant C = C(m, d, σ) > 0 such that

lim sup
ε→0

|Θσ
ε f(x)|√

log
(
1/ε
)

log log log
(
1/ε
) ≤ C‖f‖m,α ,

for almost all x ∈ Rd.
For particular choices of the measure σ we get the following immediate consequences.

Corollary 1.1. Let 0 < α < 1 and f ∈ Λα(Rd). Let p ∈ N , a1, ..., ap ∈ Rd and

µ1, ..., µp ∈ R such that

p∑
i=1

µi = 0. Define

Γεf(x) :=

ˆ 1

ε

∑p
i=1 µif(x+ aih)

hα
dh

h
,
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for x ∈ Rd. Then, there exists a positive constant C depending only on d, α, ‖f‖α and
a1,...ap such that

lim sup
ε→0

|Γεf(x)|√
log
(
1/ε
)

log log log
(
1/ε
) ≤ C,

for almost all x ∈ Rd.

Corollary 1.2. Let f ∈ Λ1(Rd). Let p ∈ N , a1, ..., ap ∈ Rd and µ1, ..., µp ∈ R such that
p∑
i=1

µi =

p∑
i=1

µiai = 0. Define

Ωεf(x) :=

ˆ 1

ε

∑p
i=1 µif(x+ aih)

h

dh

h
,

for x ∈ Rd. Then, there exists a positive constant C depending only on d, a1, ...,ap and
‖f‖1 such that

lim sup
ε→0

|Ωεf(x)|√
log
(
1/ε
)

log log log
(
1/ε
) ≤ C,

for almost all x ∈ Rd.

The following application follows from the choice σ = ω− δ0, where ω is the normalized
surface measure on the unit sphere Sd−1 of Rd.

Corollary 1.3. Let 0 < α ≤ 1, f ∈ Λα(Rd) and ω be the normalized surface measure on
the unit sphere Sd−1 of Rd. Define

Mεf(x) :=

ˆ 1

ε

ˆ
Sd−1

[f(x+ hξ)− f(x)]dω(ξ)
dh

hα+1
.

Then, there exists a positive constant C depending only on d, α and ‖f‖α such that

lim sup
ε→0

|Mεf(x)|√
log
(
1/ε
)

log log log
(
1/ε
) ≤ C.

In the case d = 1, 0 < α < 1, p = 2, a1 = µ1 = 1 and a2 = µ2 = −1, which corresponds
to the oscillation function given by (1.2), the sharpness of Corollary 1.1 was noted in [8,
Section 5]. As for the case d = 1, α = 1, p = 3, a1 = 1, a2 = −1, a3 = 0, µ1 = µ2 = 1 and
µ3 = −2, which corresponds to the oscillation function

Υεf(x) :=

ˆ 1

ε

f(x+ h) + f(x− h)− 2f(x)

h

dh

h
,

the sharpness of Corollary 1.2 can be also established in the same way. Indeed, take b > 1
and define the Weierstrass-type function

f(x) :=

∞∑
k=1

b−k cos(bkx).

It is well known that f ∈ Λ1(R). Elementary computation shows that

Υεf(x) =
∞∑
k=1

ak(ε) cos(bkx),

where

ak(ε) := −2

ˆ bk

bkε

1− cos t

t2
dt.
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It can be shown by direct computation that there exists a constant C(b) > 0 such that∣∣∣Υεf(x)−
N(ε)∑
k=1

ak(0) cos(bkx)
∣∣∣ ≤ C(b), x ∈ R,

where N(ε) is the smallest integer n such that εbn ≥ 1. Since lim
k→∞

ak(0) > 0, the Law of

the Iterated Logarithm for lacunary trigonometric series ([18]) shows that

lim sup
ε→0

Υεf(x)√
log
(
1/ε
)

log log log
(
1/ε
) > 0,

for almost all x ∈ R.

It is worth mentioning that Theorem 1.1 holds due to certain cancellations which occur
in the oscillation function Θσ

ε f . It was already proved in [8] that for any 0 < α < 1 there
exists f ∈ Λα(R) such that for almost every x ∈ R and for any 0 < ε < 1/2, we have

(1.6)

ˆ 1

ε

∣∣∣∣f(x+ h)− f(x− h)

hα

∣∣∣∣ dhh > log(1/ε).

In [8] the LIL for the (symmetric) oscillation of Holder continuous functions was deduced
from a subgaussian estimate which was proved in two steps. First dyadic martingales
were used to obtain a discrete version of the subgaussian estimate and then an averaging
technique due to Garnett and Jones was applied to transfer the result in the discrete setting
to the continuous one. Our approach now is more direct and simple. The main idea of
the proof of Theorem 1.1 is to approximate the oscillation function Θσ

ε f , up to a bounded
term, by a dyadic martingale with uniformly bounded increments. Then Theorem 1.1 will
follow from the Law of the Iterated Logarithm (LIL) for such class of martingales. The
LIL is sharp at almost every point as the previous example with the Weierstrass type
function shows. However, since martingales in this class are bounded at a set of maximal
Hausdorff dimension (see [10] for the one dimensional case d = 1 and [7] or [11] for d > 1
), the approximation also gives the following result.

Corollary 1.4. Let m ≥ 0 be an integer, 0 < α ≤ 1 and f ∈ Cm,α(Rd). Suppose that σ
is a compactly supported (signed) Borel measure on Rd of finite total variation such that
(1.5) holds. Let Θσ

ε f be as in (1.4). Then, the set

{x ∈ Rd : sup
0<ε<1

|Θσ
ε f(x)| <∞}

has Haussdorff dimension d.

When acting on Lipschitz functions, the generalized oscillation operators introduced
in this paper have a better behavior and also an interesting connection with Calderón-
Zygmund theory as the following result shows. See [2] or Section 4 for definitions.

Theorem 1.2. Suppose that d = 1, f ∈ Lip(R) with compact support and σ is a (signed)
compactly supported Borel measure on R with finite total variation such that (1.5) holds
for k = 0, 1. Define

(1.7) Θ̃σ
ε f(x) :=

ˆ 1

ε
∆σf(x, h)

dh

h2
,

for x ∈ R. Then there exists a Calderón-Zygmund Kernel K0 such that

sup
0<ε<1

|Θ̃σ
ε f(x)−

ˆ
|t|>εM

K0(t)f ′(x− t)dt|

is uniformly bounded for x ∈ R. In particular

sup
0<ε<1

|Θ̃σ
ε f(x)| <∞,
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for a.e. x ∈ R.

It will be shown that the Calderón-Zygmund Kernel K0 depends directly on the measure
σ and the relevant size and cancellation properties of K0 will follow from condition (1.5).
It is worth mentioning that when σ = δ1 + δ−1 − 2δ0, it turns out that K0(t) = sign(t)/t,

t 6= 0 and hence in this case Θ̃σ
ε f(x) is, up to a uniformly bounded term, the truncated

Hilbert transform of f ′.

The structure of the paper is as follows. Section 2 contains some auxiliary lemmas that
will be basic in the proof of Theorem 1.1. In Section 3 we will see that the oscillation
function Θσ

ε f can be approximated, up to a bounded term, by a dyadic martingale with
uniformly bounded increments. Theorem 1.1 and Corollary 1.4 will follow easily. Finally,

the connection between the operators Θ̃σ
ε and Calderón-Zygmund operators in the Lips-

chitz context is given in Section 4.

Notation. We will denote by md the Lebesgue d-dimensional measure in Rd. All the
cubes considered in the paper are understood to have parallel sides to the hyperplane
coordinates. We denote by `(Q) the side length of the cube Q. Two cubes are said
adjacent if they have the same side length and a common face. If β > 0, [β] stands for the
smallest integer less or equal than β.

2. Auxiliary Results

Our first auxiliary result collects several well known descriptions of functions in Cm,α(Rd).

Lemma 2.1. Let m ≥ 0 be an integer and 0 < α ≤ 1. Let f : Rd → R be a bounded
continuous function. The following conditions are equivalent:

a) f ∈ Cm,α(Rd).
b) For any integer ` > [m+ α], there exists a constant C` > 0 such that

|∆`f(x, h)| ≤ Clhm+α, x ∈ Rd, h > 0.

c) There is a constant K1 > 0 such that for any ball B ⊂ Rd of radius r(B), there
exists a polynomial PB of degree less or equal to [m+ α] such that

sup
x∈B
|f(x)− PB(x)| < K1r(B)m+α.

d) For any finite compactly supported measure σ on Rd for which (1.5) holds for any
multiindex k with 0 ≤ |k| ≤ [m+ α], there is a constant K2 > 0 such that

|∆σf(x, h)| ≤ K2h
m+α, x ∈ Rd, h > 0.

Proof. The equivalence between a) and b) is well known and can be found for instance in
[16, page 202] or in [6, Theorem 6.1]. The equivalence between a) and c) can be found in
[4, page 13].

Condition d) implies b) because given a positive integer `, the measure σ(`) defined as

σ(`) =
∑̀
j=0

(−1)`+j
(
`

j

)
δj

satisfies ˆ
Rd

f(x+ hw)dσ(`)(w) = ∆`f(x, h), x ∈ Rd, h > 0.

Moreover if ` > [m+ α], one can check that the first [m+ α] moments of σ(`) vanish.

Now let us see that c) implies d). Let σ be a finite measure in Rd whose support is
contained in the ball {x ∈ Rd : |x| ≤ M}. Fix x ∈ Rd, h > 0 and apply c) to the ball
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B centered at x of radius Mh to obtain a polynomial PB of degree smaller or equal to
[m+ α] such that

sup
B
|f − PB| ≤ K1(Mh)m+α.

Since the first [m+ α] moments of σ vanish, we deduce that

|∆σf(x, h)| =
∣∣∣ ˆ

Rd

[
f(x+ hw)− PB(x+ hw)

]
dσ(w)

∣∣∣ < K1(Mh)m+α‖σ‖.

�

The next three auxiliary results are needed to approximate Θσ
ε by a dyadic martingale

with bounded increments.

Lemma 2.2. Let m ≥ 0 be an integer, 0 < α < 1 and f ∈ Cm,α(Rd). Let σ be a compactly
supported (signed) Borel measure on Rd with finite total variation such that (1.5) holds
for all multiindex k with 0 ≤ |k| ≤ m. Then:

a) There exists a constant C1 = C1(m, d, σ) > 0 independent of f such that for any
h > 0 and any pair of points x, t ∈ Rd, one has

|∆σf(x, h)−∆σf(t, h)| ≤ C1‖f‖m+α|x− t|αhm .
b) There exists a constant C2 = C2(m, d, σ) > 0 independent of f , such that for any

multiindex κ with |κ| = 1, any h > 0 and any pair of points x, t ∈ Rd, one has∣∣∣ˆ
Rd

wκ
[
f(x+ hwκ)− f(t+ hwκ)

]
dσ(w)

∣∣∣ ≤ C2‖f‖m,α |x− t|αhm.

c) There exists a constant C3 = C3(m, d, σ) > 0 independent of f , such that for any
cube Q of Rd and any 0 < h < `(Q)/2, one has∣∣∣ˆ

Q
∆σf(x, h)dmd(x)

∣∣∣ ≤ C3‖f‖m,α `(Q)d+α−1 hm+1.

Proof. To prove part a), write Taylor’s formula,

f(x+ hw) =
∑

|j|≤m−1

∂jf(x)

j!
(hw)j +m

∑
|j|=m

(hw)j

j!

ˆ 1

0
(1− s)m−1∂jf(x+ shw)ds .

Since the first m moments of the measure σ vanish, we deduceˆ
Rd

[
f(x+ hw)− f(t+ hw)

]
dσ(w)

= m
∑
|j|=m

ˆ
Rd

(hw)j

j!

ˆ 1

0
(1− s)m−1

[
∂jf(x+ shw)− ∂jf(t+ shw)

]
dsdσ(w).(2.1)

Since |∂jf(x+ shw)− ∂jf(t+ shw)| ≤ ‖f‖m,α|x− t|α, the estimate in a) follows.

The proof of part b) is similar. Write Taylor’s formula,

f(x+ hw) =
∑

|j|≤m−1

∂jf(x)

j!
(hw)j +m

∑
|j|=m

(hw)j

j!

ˆ 1

0
(1− s)m−1∂jf(x+ shw)ds .

Since the first m moments of the measure σ vanish, we deduceˆ
Rd

wκ
[
f(x+ hwκ)− f(t+ hwκ)

]
dσ(w)

= m
∑
|j|=m

ˆ
Rd

wκ
(hwκ)j

j!

ˆ 1

0
(1− s)m−1

[
∂jf(x+ shwκ)− ∂jf(t+ shwκ)

]
dsdσ(w).

(2.2)
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Since |∂jf(x+ shwκ)− ∂jf(t+ shwκ)| ≤ ‖f‖m,α|x− t|α, the estimate in b) follows.

Let us now prove part c). One can assume that the support of σ is contained in the
unit ball. Using that σ(Rd) = 0 and Fubini’s theorem, we haveˆ

Q
∆σf(x, h)dmd(x) =

ˆ
Rd

ˆ
Q

[
f(x+ hw)− f(x)

]
dmd(x)dσ(w).

Fix w = (w1, . . . , wd) ∈ Rd, write w̃j =
∑j

i=1wiei, j = 1, . . . , d and w̃0 = (0, . . . , 0). Here

{ej : j = 1, . . . , d} is the canonical basis of Rd. Then

ˆ
Q

∆σf(x, h)dmd(x) =

d∑
j=1

Aj(h) ,

where

Aj(h) :=

ˆ
Rd

ˆ
Q

[
f(x+ hw̃j)− f(x+ hw̃j−1)

]
dmd(x)dσ(w) .

Since h < `(Q)/2, a cancellation occurs in the inner integral. Actually consider the cube
Q′ = Q + hw̃j−1 and let Q∗ be the cube in Rd−1 obtained as intersection of Q′ with the
hyperplane orthogonal to ej containing the center of Q′, we haveˆ

Q

[
f(x+ hw̃j)− f(x+ hw̃j−1)

]
dmd(x)

=

ˆ
Q′

[
f(x+ hwjej)− f(x)

]
dmd(x)

=

ˆ
Q∗

ˆ 1

0

[
f(x∗ + uj + hwjsej)− f(x∗ − uj + hwjsej)

]
hwj ds dmd−1(x∗),

where uj :=
`(Q)

2
ej . Hence,

Aj(h) =

ˆ
Q∗
h

ˆ 1

0

ˆ
Rd

wj

[
f(x∗+ uj + hwjsej)− f(x∗− uj + hwjsej)

]
dσ(w) ds dmd−1(x∗).

Applying the estimate in b) in the inner integral we deduce that

|Aj(h)| ≤ C3‖f‖m,α‖σ‖`(Q)d+α−1hm+1.

�

In the case α = 1 we need a slight variation of the previous result whose proof uses the
following technical statement.

Lemma 2.3. There exists a constant C = C(d) > 0 only depending on the dimension such
that for any function f ∈ Λ1(Rd) and any points x, t, w ∈ Rd satisfying |x − t| > |w|/2,
one has

|f(x+ w)− f(x)− (f(t+ w)− f(t))| ≤ C‖f‖Λ1 |w| log(1 + |x− t|/|w|).

Proof. We can assume that f has compact support. Let u be the harmonic extension of f
to the upper half space Rd+1

+ = {(x, y) : x ∈ Rd, y > 0}. It is well known that there exists

a constant C1 > 0 such that for any x,w ∈ Rd one has

|f(x+ w)− f(x)− 〈∇xu(x, |w|), w〉| ≤ C1‖f‖Λ1 |w|.
See for instance Proposition 2.3 of [1] . It is also well known that the gradient of u
is in the Bloch space and actually there exists a constant C2 = C2(d) > 0 such that
sup{y|∂ku(x, y)| : x ∈ Rd, y > 0} < C2‖f‖Λ1 for any multiindex k with |k| = 2. See [13],
pag. 145. Thus

|∇xu(x, |w|)−∇xu(t, |w|)| < C2‖f‖Λ1 inf

ˆ
Γ

ds

y
,
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where the infimum is taken over all rectifiable curves Γ in Rd+1
+ joining the points (x, |w|)

and (t, |w|). The Lemma follows from the estimate

inf
Γ

ˆ
Γ

ds

y
≤ C log(1 + |x− t|/|w|).

�

We now state the analogue of Lemma 2.2 in the case α = 1.

Lemma 2.4. Let m ≥ 0 be an integer and f ∈ Cm,1(Rd). Let σ be a compactly supported
(signed) Borel measure on Rd with finite total variation such that (1.5) holds for all k with
0 ≤ |k| ≤ m+ 1. Then:

a) There exists a constant C1 = C1(m, d, σ) > 0 independent of f , such that for any
h > 0 and any pair of points x, t ∈ Rd such that |x− t| > h/2, one has

|∆σf(x, h)−∆σf(t, h)| ≤ C1‖f‖m,1 log
( |x− t|

h
+ 1
)
hm+1.

b) There exists a constant C2 = C2(m, d, σ) > 0 independent of f , such that for any
multiindex κ with |κ| = 1, any h > 0 and any pair of points x, t ∈ Rd such that
|x− t| > h/2, one has∣∣∣ ˆ

Rd

wκ
[
f(x+ hwκ)− f(t+ hwκ)

]
dσ(w)

∣∣∣ ≤ C2‖f‖m,1 log
( |x− t|

h
+ 1
)
hm+1.

c) There exists a constant C3 = C3(m, d, σ) > 0 independent of f , such that for any
cube Q of Rd and any 0 < h < `(Q)/2, one has∣∣∣ˆ

Q
∆σf(x, h)dmd(x)

∣∣∣ ≤ C3‖f‖m,1`(Q)d−1 log
(`(Q)

h

)
hm+2.

Proof. Arguing as in the proof of part a) of Lemma 2.2 we see that identity (2.2) holds.
Moreover, since the m+ 1 moments of the measure σ also vanish, we can replace ∂jf(x+
shwκ) (respectively ∂jf(t+shwκ)) by ∂jf(x+shwκ)−∂jf(x) (respectively ∂jf(t+shwκ)−
∂jf(t)). By Lemma 2.3 there exists a universal constant C > 0 such that if |x− t| > h/2
and 0 < s < 1, one has∣∣∣∂jf(x+ shwκ)− ∂jf(x)−

[
∂jf(t+ shwκ)− ∂jf(t)

]∣∣∣ < Chs‖f‖m+1 log
( |x− t|

hs
+ 1
)
.

Then ∣∣∣ ˆ
Rd

wκ
[
f(x+ hwκ)− f(t+ hwκ)

]
dσ(w)

∣∣∣
≤ C(m, d)hm+1‖f‖m+1

ˆ 1

0
s(1− s)m−1 log

( |x− t|
hs

+ 1
)
ds,

and estimate a) follows.

The proof of parts b) and c) proceeds as in part b) of Lemma 2.2. �

3. Reduction to the martingale setting and proof of Theorem 1.1.

Let Q0 = [0, 1)d be the unit cube in Rd. Since the problem under consideration is
local, we will restrict ourselves to the study of the quantities Θσ

ε f(x) for x ∈ Q0 and
f ∈ Cm,α(Rd). We will see in this section that it is possible to construct a dyadic martin-
gale {Sn} in Q0 so that the asymptotic behavior of Θσ

ε f as ε → 0, can be transferred to
the asymptotic behavior of {Sn}.

Denote by Dn the family of all dyadic cubes of Q0 of the generation n, that is those

Q := I1 × I2 × ...× Id,
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where Ij = [mj2
−n, (mj + 1)2−n), mj ∈ {0, 1, ..., 2n − 1} and j = 1, ..., d. The family

{Dn : n = 0, 1, . . .} is called the dyadic filtration of Q0. Note that each Qn−1 ∈ Dn−1 has

a unique decomposition Qn−1 = Q1
n∪ ...∪Q2d

n where Qjn ∈ Dn for j = 1, ..., 2d. A sequence
{Sn} of functions Sn : Q0 → R is called a dyadic martingale if it verifies the following two
conditions:

(1) Every Sn is constant in each Qn ∈ Dn, for all n ≥ 0.
(2) For every n ≥ 1 and each Qn−1 ∈ Dn−1, one has 

Qn−1

Sn−1(x) dmd(x) =

 
Qn−1

Sn(x) dmd(x).

We say that the dyadic martingale {Sn} has uniformly bounded increments if

‖S‖B := sup
n
‖Sn − Sn−1‖∞ <∞.

Observe that if {Sn} is a dyadic martingale with uniformly bounded increments and S0 = 0
then we have the trivial global bound ‖Sn‖∞ ≤ Cn. However, such trivial bound can be
substantially improved for a.e. x ∈ Q0 according to the Law of the Iterated Logarithm.
Indeed, if {Sn} is a dyadic martingale in Q0 with uniformly bounded increments and
S0 = 0 then there exists C > 0 depending only on d and ‖S‖B such that

(3.1) lim sup
n→∞

|Sn(x)|√
n log logn

≤ C,

for a.e. x ∈ Q0. See [14] for history and an account of the Law of the Iterated Logarithm
in different contexts.

Lemma 3.1. Let m ≥ 0 be an integer, 0 < α ≤ 1 and f ∈ Cm,α(Rd). Let σ be a compactly
supported (signed) Borel measure on Rd with finite total variation satisfying (1.5) for any
multiindex k such that 0 ≤ |k| ≤ [m + α]. Then, for any cube Q ⊂ Q0, the following
integral

(3.2) SQ :=

ˆ 1

0

 
Q

∆σf(x, h) dmd(x)
dh

hm+α+1

converges.

Proof. Observe that by part c) of Lemmas 2.2 and 2.4, we have for 0 < h < `(Q)/2,

(3.3)
∣∣∣ 

Q
∆σf(x, h) dmd(x)

∣∣∣ ≤
C`(Q)α−1hm+1 , 0 < α < 1,

C`(Q)−1 log
( `(Q)

h

)
hm+2 , α = 1,

where C = C(m, d, f, σ, α) > 0, so the outer integral is absolutely convergent. �

The key reduction to the martingale setting is provided by the following two lemmas.

Lemma 3.2. Let m ≥ 0 be an integer, 0 < α ≤ 1 and f ∈ Cm,α(Rd). Assume that σ is
a compactly supported (signed) Borel measure on Rd with finite total variation satisfying
(1.5) for any multiindex k such that 0 ≤ |k| ≤ [m+ α]. Take Q, Q′ two adjacent subcubes
of Q0. Then there exists a constant C = C(d,m, α, σ) > 0 such that

(3.4) |SQ − SQ′ | ≤ C‖f‖m,α.
Proof. Assume that Q′ = Q+ `(Q)ej for some j with 1 ≤ j ≤ d. Then

(3.5) SQ − SQ′ =

ˆ 1

0

 
Q

[
∆σf(x, h)−∆σf(x+ `(Q)ej , h)

]
dmd(x)

dh

hm+α+1
.

Denote by I(h) the inner integral in (3.5) and split the outer integral in two terms. Then

SQ − SQ′ =

ˆ `(Q)/2

0
I(h)

dh

hm+α+1
+

ˆ 1

`(Q)/2
I(h)

dh

hm+α+1
=: A+B.
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Let us consider A and B separately. Suppose first that 0 < α < 1. Then, by part c) of
Lemma 2.2 we have

|I(h)| ≤ C‖f‖m,α‖σ‖(`(Q))α−1hm+1,

if 0 < h < `(Q)/2, where C = C(d,m) > 0. Therefore

(3.6) A ≤ C‖f‖m,α ‖σ‖ (`(Q))α−1

ˆ `(Q)/2

0

dh

hα
.

As for B, note that

∆σf(x, h)−∆σf(x+ `(Q)ej , h) =

ˆ
Rd

[
f(x+ hw)− f(x+ `(Q)ej + hw)

]
dσ(w).

Then part a) of Lemma 2.2 implies

|I(h)| ≤ C‖f‖m,α ‖σ‖ (`(Q))αhm,

so

(3.7) B ≤ C‖f‖m,α ‖σ‖ (`(Q))α
ˆ 1

`(Q)/2

dh

h1+α

and the result follows combining (3.6) and (3.7). The case α = 1 follows analogously from
Lemma 2.4. �

Lemma 3.3. Let m, α, f and σ be as in Lemma 3.2. Then, there exists a constant
C = C(d,m, α, σ) > 0 such that for any subcube Q ⊂ Q0, any ε with `(Q)/4 ≤ ε ≤ `(Q)/2
and each x ∈ Q we have

|SQ −Θσ
ε f(x)| ≤ C‖f‖m,α .

Proof. Observe that

SQ −Θσ
ε f(x) =

ˆ ε

0

 
Q

∆σf(y, h)dmd(y)
dh

hm+α+1

+

ˆ 1

ε

 
Q

[∆σf(y, h)−∆σf(x, h)]dmd(y)
dh

hm+α+1

=:A+B.

In the rest of the lemma C ′ denotes successive constants of the form C‖f‖m,α where
C = C(d,m, α, σ) > 0. Suppose first that 0 < α < 1. From Lemma 2.2 we get

A ≤ C ′(`(Q))α−1

ˆ ε

0

dh

hα
≤ C ′,

B ≤ C ′(`(Q))α
ˆ 1

ε

dh

hα+1
≤ C ′

and (3.9) follows. The case α = 1 follows analogously from Lemma 2.4. �

Proof of Theorem 1.1. As in the previous lemma, C ′ will denote successive constants of
the form C‖f‖m,α where C = C(d,m, α, σ) > 0. Given f , define, for every Q ∈ Dn
(3.8) Sn|Q ≡ SQ
as in (3.2). It is clear that (3.8) defines a dyadic martingale in Q0. From Lemma 3.2 it
follows that

∣∣SQ − SQ′∣∣ ≤ C ′ whenever Q, Q′ ∈ Dn are adjacent. This, together with the
martingale property, implies that {Sn} has uniformly bounded increments. From Lemma
3.3 it also follows that

(3.9) ‖Sn −Θσ
ε f‖∞ ≤ C ′,

for each n and any ε such that 2−n−2 ≤ ε ≤ 2−n−1. Theorem 1.1 then follows from (3.9)
and the Law of the Iterated Logarithm (3.1) applied to the martingale {Sn}. �
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Proof of Corollary 1.4. Since the martingale {Sn} has uniformly bounded increments, the
set {x ∈ Rd : supn |Sn(x)| <∞} has Hausdorff dimension d. Hence the result follows from
(3.9). �

4. The case of Lipschitz functions on the real line. Connection to
Calderón-Zygmund operators (Proof of Theorem 1.2)

The goal of this section is to proof Theorem 1.2. Our approach is based on Calderón-
Zygmund theory. For the sake of completeness we recall the fundamental tool that we are
going to use.

Theorem 4.1. [2, Theorem 4.4.5] Assume that K is a locally integrable function on Rd\{0}
which satisfies the size condition

(4.1) sup
R>0

ˆ
R≤|x|≤2R

|K(x)|dx =: A1 <∞,

the smoothness condition

(4.2) sup
y 6=0

ˆ
|x|≥2|y|

|K(x− y)−K(x)|dx =: A2 <∞,

and the cancellation condition

(4.3) sup
0<R1<R2<∞

∣∣∣ˆ
R1≤|x|≤R2

K(x)dx
∣∣∣ =: A3 <∞,

for certain A1, A2, A3 > 0. Let T∗ be the maximal singular integral given by

T∗(f)(x) := sup
0<ε<N<∞

∣∣∣Kε,N ∗ f(x)
∣∣∣,

where Kε,N (x) := K(x)1{ε≤|x|≤N}(x). Then, T∗ is bounded on Lp(Rd), 1 < p < ∞, with
norm

‖T∗‖Lp(Rd)→Lp(Rd) ≤ Cd max{p, (p− 1)−1}(A1 +A2 +A3).

A locally integrable function K on Rd \ {0} which satisfies the conditions (4.1), (4.2)
and (4.3) is called a Calderón-Zygmund kernel.

The first step consists on writing Θ̃σ
ε as a convolution operator.

Lemma 4.1. Let 0 < ε < 1, f ∈ Lip(R) compactly supported and σ be a compactly
supported (signed) Borel measure on R with finite total variation satisfying σ(R) = 0.
Then,

Θ̃σ
ε (f)(x) = Kε ∗ f ′(x), x ∈ R,

where

Kε(t) :=
1

t

ˆ −t
−t/ε

σ[s,∞)ds, t ∈ R.

Proof. Fix x ∈ R. Taking into account that σ(R) = 0 and an application of the funda-
mental theorem of calculus give us

Θ̃σ
ε (f)(x) =

ˆ 1

ε

ˆ
R

[f(x+ hw)− f(x)]dσ(w)
dh

h2

=

ˆ 1

ε

ˆ
R

ˆ hw

0
f ′(x+ t)dtdσ(w)

dh

h2

=

ˆ 1

ε

ˆ ∞
0

ˆ hw

0
f ′(x+ t)dtdσ(w)

dh

h2
−
ˆ 1

ε

ˆ 0

−∞

ˆ 0

hw
f ′(x+ t)dtdσ(w)

dh

h2
.
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Next we use Fubini’s theorem, which can be properly justified because f and σ have
compact support, to write

Θ̃σ
ε (f)(x) =

ˆ ∞
0

f ′(x+ t)
(ˆ 1

ε

ˆ
[t/h,+∞)

dσ(w)
dh

h2

)
dt

−
ˆ 0

−∞
f ′(x+ t)

(ˆ 1

ε

ˆ
(−∞,t/h)

dσ(w)
dh

h2

)
dt

=

ˆ ∞
0

f ′(x+ t)
(ˆ 1

ε
σ[t/h,∞)

dh

h2

)
dt

−
ˆ 0

−∞
f ′(x+ t)

(ˆ 1

ε
σ(−∞, t/h)

dh

h2

)
dt

=

ˆ
R
f ′(x+ t)

(ˆ 1

ε
σ[t/h,∞)

dh

h2

)
dt,

where in the last step we used again that σ(R) = 0. Finally, a few change of variables
yield to

Θ̃σ
ε (f)(x) =

ˆ
R
f ′(x− t)

(ˆ 1

ε
σ[−t/h,∞)

dh

h2

)
dt

=

ˆ
R
f ′(x− t)

(1

t

ˆ −t
−t/ε

σ[s,∞)ds
)
dt

=: (Kε ∗ f ′)(x).

�

Of special interest will be the endpoint kernel K0. Next, we analyze its size, smoothness
and cancellation properties.

Lemma 4.2. Let σ be a (signed) Borel measure on R with finite total variation supported
in the interval (−M,M), M > 0, and satisfying (1.5) for k = 0, 1. Define

K0(t) :=
1

t

ˆ −t
−sign(t)M

σ[s,∞)ds, t ∈ R \ {0}.

Then,

a) |K0(t)| ≤ 2M‖σ‖
|t|

, t ∈ R \ {0},

b) |∂tK0(t)| ≤ 3M‖σ‖
t2

, t ∈ R \ {0},

c) sup
0<a<b<∞

∣∣∣ˆ
a<|t|<b

K0(t)dt
∣∣∣ < 3M‖σ‖.

Proof. To prove a) simply observe that

|K0(t)| ≤ 1

|t|

ˆ M

−M
|σ[s,∞)|ds ≤ 2M‖σ‖

|t|
, t ∈ R \ {0}.

To establish b) we write

∂tK0(t) = − 1

t2

ˆ −t
−sign(t)M

σ[s,∞)ds− σ[−t,∞)

t
, t ∈ R \ {0}.

Moreover,
|ασ[α,∞)| ≤M‖σ‖, α ∈ R.

Hence,

|∂tK0(t)| ≤ 2M‖σ‖
t2

+
| − tσ[−t,∞)|

t2
≤ 3M‖σ‖

t2
, t ∈ R \ {0}.
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The proof of c) is more subtle because the cancellations of the kernel play an important
role. Fix 0 < a < b <∞. Since σ(R) = 0 we can writeˆ

a<|t|<b
K0(t)dt =

(ˆ −a
−b

+

ˆ b

a

) ˆ −t
−sign(t)M

ˆ M

s
dσ(w)ds

dt

t

=

ˆ b

a

ˆ M

t

(ˆ M

s
−
ˆ −s
−M

)
dσ(w)ds

dt

t

=

ˆ b

a

ˆ M

t

(
σ[s,M)− σ(−M,−s]

)
ds
dt

t
.

Notice that when s ≥ M , σ[s,M) = σ(−M,−s] = 0 and then the last integral vanishes.
The analysis is clearer if we consider different cases.

Case 1: M ≤ a. Since M ≤ a ≤ t ≤ s,ˆ
a<|t|<b

K0(t)dt = 0.

Case 2: a < M < b. The integral when M ≤ t ≤ b vanishes. For the remaining part we
apply Fubini’s theorem to getˆ

a<|t|<b
K0(t)dt =

ˆ M

a

[ ˆ M

t

(ˆ M

s
−
ˆ −s
−M

)
dσ(w)ds

]dt
t

=

ˆ M

a

[( ˆ M

t

ˆ w

t
−
ˆ −t
−M

ˆ −w
t

)
dsdσ(w)

]dt
t

=

ˆ M

a

[ ˆ M

t
(w − t)dσ(w) +

ˆ −t
−M

(w + t)dσ(w)
]dt
t

=

ˆ M

a

[
−
ˆ t

−t
wdσ(w)− tσ[t,M) + tσ(−M, t]

]dt
t
,

where we have used (1.5) for k = 1 in the last step. Thus,∣∣∣ˆ
a<|t|<b

K0(t)dt
∣∣∣ ≤ 3M‖σ‖.

Case 3: a < b ≤M . This situation can be essentially treated as in Case 2. �

Now we are in position to prove Theorem 1.2.

Proof of Theorem 1.2. By Lemma 4.1, for every x ∈ R, we have that

Θ̃σ
ε (f)(x) = I1(x) + I2(x),

where

I1(x) =

ˆ
|t|≤εM

Kε(t)f
′(x− t)dt

and

I2(x) =

ˆ
|t|>εM

Kε(t)f
′(x− t)dt.

Observe that

Kε(t)−K0(t) = 0, |t| ≥ εM, 0 < ε < 1,

and

K0(t) = 0, |t| ≥M.

Thus, we can write

I2(x) =

ˆ
εM<|t|<M

K0(t)f ′(x− t)dt.
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Now the first part of Theorem1.2 follows from the the easy estimates

sup
0<ε<1

|Θ̃σ
ε f(x)− I2(x)| = sup

0<ε<1
|I1(x)| ≤

≤ ‖f ′‖L∞(R) sup
0<ε<1

ˆ
|t|≤εM

|Kε(t)|dt ≤ ‖f ′‖L∞(R)2M‖σ‖, x ∈ R.

Consider

T∗(f ′)(x) = sup
0<ε<N<∞

∣∣∣ ˆ
ε<|t|<N

K0(t)f ′(x− t)dt
∣∣∣, x ∈ R.

Since the conclusions of Lemma 4.2 are stronger than (4.1), (4.2) and (4.3), Theorem 4.1
implies that

‖T∗(f ′)‖L2(R) . ‖f ′‖L2(R).

Note that f ′ ∈ L2(R) because it is bounded and compactly supported. In particular, we
deduce that

I2(x) ≤ T∗(f ′)(x) <∞, a.e. x ∈ R.
Therefore

sup
0<ε<1

|Θ̃σ
ε f(x)| <∞ .

�
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