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BMO FOR NONDOUBLING MEASURES

J. MATEU, P. MATTILA, A. NICOLAU, and J. OROBITG

1. Introduction. The Calderón-Zygmund theory of singular integrals has been
traditionally considered with respect to a measure satisfying a doubling condition.
Recently, Tolsa [T] and, independently, Nazarov, Treil, and Volberg [NTV] have
shown that this standard doubling condition was not really necessary. Likewise, in
the homogeneous spaces setting, functions of boundedmean oscillation, BMO, and its
predualH 1, the atomic Hardy space, play an important role in the theory of singular
integrals.
This note is an attempt to find good substitutes for the spaces BMO andH 1 when

the underlyingmeasure is nondoubling. Our hope was that we would have been able to
prove some results of Tolsa, Nazarov, Treil, and Volberg, via BMO-H 1 interpolation,
but in this respect we were unsuccessful.
Let µ be a nonnegative Radon measure onRn. A function f ∈ L1

loc(µ) is said to
belong to BMO(µ) if the inequality∫

Q

|f (x)−fQ|dµ(x)≤ Cµ(Q)(1)

holds for all cubesQ with sides parallel to the coordinate axes;fQ = (µ(Q))−1∫
Q
f dµ denotes the mean value off over the cubeQ. The smallest boundC for

which (1) is satisfied is then taken to be the “norm” off in this space, and it is
denoted by‖f ‖∗.
One says that BMO(µ) has the John-Nirenberg property when there exist positive

constantsc1 andc2 so that wheneverf ∈ BMO(µ), then for everyλ > 0 and every
cubeQ with sides parallel to the coordinate axes, one has

µ
({x ∈Q : |f (x)−fQ|> λ})≤ c1e

−c2λ/‖f ‖∗µ(Q).

It is well known that if a measureµ is doubling (i.e., there exists a constantC = C(µ)

such thatµ(2Q) ≤ Cµ(Q) for all cubesQ), then it satisfies the John-Nirenberg
inequality. We give examples of nonnegative Radon measures onRn which do not
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have the John-Nirenberg property. On the other hand, we show that for a large class
of measures, the John-Nirenberg property holds.

Theorem 1. Letµ be a nonnegative Radon measure onRn. Assume that for every
hyperplaneL, orthogonal to one of the coordinate axes,µ(L)= 0. Suppose thatf is
in BMO(µ). Then there exist constantsc1 andc2, independent off , so that for every
λ > 0 and every cubeQ with sides parallel to the coordinate axes, one has

µ
({x ∈Q : |f (x)−fQ|> λ})≤ c1exp

(−c2λ

‖f ‖∗
)
µ(Q).

When the measureµ is the Lebesgue measure (or any other doubling measure) on
Rn, the John-Nirenberg theorem follows from a stopping time argument using dyadic
cubes. The estimate that is needed is

|f2Q−fQ| ≤ C‖f ‖∗,

which follows from the fact thatµ(2Q)/µ(Q) is bounded from above. When the
measureµ is not doubling our approach, following an idea of Wik [W], it is based
on the following covering lemma.

Covering lemma. Letµ be a positive Radon measure inRn such that for every
hyperplaneL, orthogonal to one of the coordinate axes,µ(L)= 0. LetE be a subset
of Rn, and letρ be a real number in(0,1). Suppose thatE is contained in a cube
Q0, with sides parallel to the coordinate axes, and suppose thatµ(E) ≤ ρµ(Q0).
Then there exists a sequence{Qj } of cubes with sides parallel to the coordinate axes
and contained inQ0 such that
(a) µ(Qj ∩E)= ρµ(Qj );
(b) the family{Qj } is almost disjoint with constantB(n), that is, every point of

Rn belongs to at mostB(n) cubesQj ;
(c) E′ ⊂⋃j Qj , whereE′ is the set ofµ-density points ofE.

We say thatx is aµ-density point ofE when limr→0µ(Q(x,r)∩E)µ(Q(x,r))−1
= 1, whereQ(x,r) denotes the cube centered atx and sidelengthr. The assumption
on the measureµ means that, given a cubeQ, with 2µ(Q) < µ(Rn), there exists
a cubeQ̃ ⊃ Q such thatµ(Q̃) = 2µ(Q). The proof of our covering lemma uses a
variant of the well-known Besicovitch covering theorem.
At first sight, the assumption on the measure in the statement of Theorem 1 seems

quite restrictive, but the next result disproves this feeling.

Theorem 2. Letµ be a nonnegative Radon measure onRn. Assume that for any
point p ∈ Rn, µ({p}) = 0. Then there exists an orthonormal system{e1, . . . ,en} so
that for every hyperplaneL with normal vectorei (i ∈ {1, . . . ,n}), µ(L)= 0.

As in the case of the Lebesgue measure, the John-Nirenberg theorem gives the
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dualityH 1(µ)−BMO(µ), whereH 1(µ) is a natural atomic Hardy space. LetL∞c (µ)

be the space of bounded functions with compact support. One can then prove the
following interpolation result.

Theorem 3. Let µ be a nonnegative Radon measure onRn. Assume that for
every hyperplaneL, orthogonal to one of the coordinate axes,µ(L) = 0. Let T be
a sublinear operator that is bounded fromL∞c (µ) to BMO(µ) and fromH 1(µ) to
L1(µ). ThenT extends boundedly to everyLp(µ), 1< p <∞.

As in the case of a doubling measure, the proof follows easily from a Calderón-
Zygmund decomposition and from theLp-estimates for the sharp maximal function

f #(x)= sup
1

µ(Q)

∫
Q

|f −fQ|dµ,

where the supremum is taken over all cubes centered atx ∈ Rn. However, as Joan
Verdera pointed out to us, Theorem 3 is quite unsatisfactory. Roughly speaking, no
interesting operatorT mapsH 1(µ) to L1(µ), when the measureµ is not doubling.
We present an example to illustrate this phenomenon.
Finally, we compare BMO(µ), defined as above with cubes whose sides are parallel

to the coordinate axes, with BMO(µ) defined with balls:f ∈ BMOb(µ) if there exists
C <∞ such that for every ballB ⊂Rn there isa ∈R such that

∫
B

|f −a|dµ≤ Cµ(B).(2)

Recall that ifµ is a doubling measure, the spaces BMO(µ) and BMOb(µ) coincide.
In our setting of nondoubling measures, the situation is quite different. Precisely, we
have the following theorems.

Theorem 4. There exists an absolutely continuous measureµ in R2 and f ∈
L1(µ) such thatf ∈ BMOb(µ) but for any choice of the coordinate axesf /∈
BMO(µ).

Theorem 5. There exists an absolutely continuous measureµ in R2 and f ∈
L1(µ) such thatf ∈ BMO(µ) for all choices of the coordinate axes butf /∈
BMOb(µ).

In any case, the question that arises is: May the space BMOb be a good choice for
dealing with functions of bounded mean oscillation? For 1< p < ∞, we say that
f ∈ BMOp

b (µ) if ∫
B

|f −a|p dµ≤ Cµ(B),

withC,B, anda as above. It is clear that BMOb(µ)=BMOp
b (µ) if the John-Nirenberg
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inequality holds. From this point of view, we realize that BMO(µ) is better than
BMOb(µ).

Theorem 6. There exists an absolutely continuous measureµ in R2 and f ∈
L1(µ) such thatf ∈ BMOb(µ) but f /∈ BMOp

b (µ) for all p > 1. In particular, the
John-Nirenberg inequality fails.

This result may seem surprising. However, two elementary geometric facts, which
are important in our analysis, distinguish between dealing with balls or cubes. First,
a cube may be covered by a finite number of subcubes, while for balls a countable
number of subballs is needed. Second, when intersecting two cubes, the sections have
equal diameter, while for balls, the length of the sections may decay exponentially
when the balls become nearly disjoint. The first fact provides the necessary covering
properties that are used in the proof of Theorem 2. The decay mentioned in the second
one gives some extra help to construct functions in BMOb, which do not fulfill the
John-Nirenberg inequality. It is worth mentioning that if instead of cubes or balls,
one considers regular polygons ofN sides, in the definition of BMO, the analogue of
Theorem 2 holds. However, the constantsc1, c2 depend onN .
The paper is organized as follows. Section 2 contains the proof of Theorems 1 and

2, as well as an example of a Radon measure for which the John-Nirenberg estimate
does not hold. Section 3 is devoted to the Calderón-Zygmund decomposition, the
Lp estimates for the sharp maximal function, and the proof of Theorem 3. Section 4
contains the proof of Theorems 4, 5, and 6. Finally, we include an appendix with a
proof of the John-Nirenberg theorem on spaces of homogeneous type, because it is
not easy to find in the literature a proof for the Lebesgue measure which immediately
generalizes to doubling measures.

2. John-Nirenberg inequality. The main goal of this section is to prove Theo-
rem 1; that is, the John-Nirenberg property holds for a wide class of measures. We
also give an example of a measureµ and a functionf , for whichf ∈ BMO(µ), but
f doesn’t satisfy the John-Nirenberg inequality.
In the case of the Lebesgue measurem in Rn, the John-Nirenberg estimate follows

from a stopping time argument that uses dyadic cubes. A trivial but essential fact
is that for any cubeQ, one hasm(2Q) ≤ Cm(Q), whereC is a constant. Then if
f ∈ BMO(m), it follows that

|f2Q−fQ| ≤ C,

which is the estimate that is needed in the stopping time argument.
When the measureµ is supported in the real line and has no atoms, one can

prove Theorem 1 along the same lines. The only modification that is needed consists
of replacing the usual dyadic grid by aµ-dyadic grid, which is constructed in the
following way. Given an intervalI , the first generationG1(I ) consists of the two
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disjoint subintervalsI+, I− of I satisfyingµ(I+) = µ(I−) = µ(I)/2. The second
generationG2(I ) isG1(I+)∪G1(I−). Next generations are defined recursively. One
can now use the usual stopping time argument to prove the John-Nirenberg estimate
for such measures.
To prove Theorem 1 forn > 1 we need the following Besicovitch covering theorem.

Besicovitch covering theorem. LetA be a subset ofRn, and let� be a family
of rectangles with sides parallel to the coordinate axes, such that each point ofA

is the center of some rectangle of�. Assume thatA is a bounded set or that the
diameters of rectangles of� are bounded. Moreover, suppose that the ratio of any
two sidelengths of a rectangle of� is bounded by2.
Then there is a finite or countable collection of rectanglesRj ∈ � such that they

coverA, and every point ofRn belongs to at mostB(n) rectanglesRi , whereB(n)

is an integer depending only onn.

For this result, see [G]; also the proof given in [M] for balls can be easily modified.

Proof of covering lemma.For anyx ∈Q0 and forr > 0 satisfyingr ≤ $(Q0), we
defineQ̃(x,r) as the unique cube (parallel to the coordinate axes) with sidelengthr,
containingx, contained inQ0 and with centery closest tox (see Figure 1).

Q0
Q̃(x,r)

x = y
r

Q0

Q̃(x,r)

y

x

r

Figure 1

If x ∈ Q0∩E′, we define the functionhx(r) = µ(Q̃(x,r)∩E)/µ(Q̃(x,r)) for
0 < r ≤ $(Q0). Clearly, this is a continuous function satisfyinghx($(Q0)) ≤ ρ by
hypothesis and limr→0hx(r) = 1, sincex is a density point. Consequently, there
exists a positive numberrx such thathx(rx) = ρ. Hence, for anyx ∈ Q0∩E′ we
defineQ(x)= Q̃(x,rx). Now, we could not apply the Besicovitch covering theorem,
becausex may not be the center ofQ(x). To circumvent this obstacle, for any cube
Q(x) we define the rectangleR(x) in Rn as the unique rectangle inRn centered on
x such thatR(x)∩Q0=Q(x). Denote by� this family of rectangles (see Figure 2).
It is an easy computation to check that the ratio of any two sidelengths of a rectangle

in � is bounded by 2. So, by the Besicovitch covering theorem we have a countable
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Q0

Q(x)

x

R(x)

Q0

Q(x)

x

R(x)

Figure 2

collection of rectanglesRj ∈ � such that they coverE′ ∩Q0, and every point of
Rn belongs at most toB(n) rectanglesRi . Then, if we take the family of cubes
� = {Q(x) : R(x)= Rj for somej}, it is clear that� is a countable family of cubes
satisfying properties (a), (b), and (c).

Now, the covering lemma is one of themain ingredients we use to prove Theorem 1.

Proof of Theorem 1.Wemay assume that‖f ‖∗ = 1. LetQ0 be an arbitrary cube,
with sides parallel to the coordinate axes. Put, for any integerk ≥ 2,

Ek = {x ∈Q0 : f (x)−fQ0 ≥ k},
Sk = {x ∈Q0 : |f (x)−fQ0| ≥ k}.

Clearly,µ(Ek) ≤ µ(Sk) ≤ µ(Q0)/k. In particular,µ(Ek) ≤ µ(Q0)/2 and by the
covering lemma we can cover the setE′k, k ≥ 2, with a sequence{Qk,j } of almost
disjoint cubes with constantB(n), parallel to the coordinate axes, such that

µ
(
Ek∩Qk,j

)= 1

2
µ(Qk,j ).

Therefore,

µ
(
Ec

k ∩Qk,j

)= 1

2
µ(Qk,j ),(3)

and

µ(Ek)∼=
∑
j

µ
(
Qk,j ∩Ek

)∼=∑
j

µ(Qk,j ).(4)
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On the other hand, for any$ > 0, one has

1= ‖f ‖∗ ≥ 1

2
(
µ(Qk,j )

)2
∫
Qk,j

{∫
Qk,j

|f (y)−f (x)|dµ(x)

}
dµ(y)

≥ 1(
µ(Qk,j )

)2
∫
Ek+$∩Qk,j

dµ(y)

{∫
Ec

k∩Qk,j

|f (y)−f (x)|dµ(x)

}

≥ $
µ
(
Ek+$∩Qk,j

)
µ
(
Ec

k ∩Qk,j

)
(
µ(Qk,j )

)2 = $
µ
(
Ek+$∩Qk,j

)
2µ(Qk,j )

,

where the last inequality comes from (3). So, one obtainsµ(Ek+$∩Qk,j ) ≤ (2/$)µ
(Qk,j ). This inequality and (4) give

µ(Ek+$)≤
∑
j

µ
(
Qk,j ∩Ek+$

)≤ 2

$

∑
j

µ(Qk,j )≤ C

$
µ(Ek).

Similar arguments can be used to obtain the same estimate for the sets{x ∈ Q0 :
f (x)−fQ ≤ k}, k < 0. The estimates combine to

µ(Sk+$)≤ A

$
µ(Sk),

whereA is an integer depending only on the dimension.
We take$= 2A and find

µ(Sk+2A)≤ 1

2
µ(Sk),

which, for any positive integerp implies:

µ
(
S2+2Ap

)≤ 2−pµ(S2)≤ 2−pµ(Q0),

from which the conclusion of the theorem follows. Observe that the constantsc1 and
c2, in the statement of Theorem 1, do not depend onµ; they only depend onn.

Now, we give a Radon measure for which the John-Nirenberg inequality does not
hold. We consider the casen = 1. Letµ =∑n≥1(1/2n

2
)δ1/n, whereδ1/n is a Dirac

mass in the point 1/n, and letf (1/n) = 2n. To show thatf belongs to BMO(µ),
it is enough to consider intervalsI = [1/N2,1/N1], whereN1 andN2 are positive
integers andN2 can also be infinity. Obviously,

µ(I)=
N2∑

n=N1

1

2n2
∼= 1

2N
2
1

.



540 MATEU, MATTILA, NICOLAU, AND OROBITG

Therefore,

1

µ(I)

∫
I

∣∣f −2N1
∣∣dµ∼= 2N

2
1

N2∑
n=N1+1

1

2n2
∣∣2n−2N1

∣∣≤ 2N
2
1

N2∑
n=N1+1

2n

2n2
≤ 1

2N1
.

Consequently,f ∈ BMO(µ). In order to verify thatf does not satisfy the John-
Nirenberg inequality, one can see that fort = 2N , whereN is a large positive integer
andI = [0,1],

µ
{
x ∈ I : |f (x)−fI |> t

}∼= µ

([
0,

1

N

])
=
∑
n≥N

1

2n2
∼= 1

2N2 .

On the other hand, 2−tCµ(I) is of order 2−C·2N . Hence, the John-Nirenberg inequality
holds only if 1/2N

2 ≤ B2−C·2N , for some constantB, but this inequality fails when
N is big enough.
The same construction can be repeated in the plane to get a continuous example.We

take a family of segmentsLn, with endpoints(1/n,0) and(1/n,1), and we define
a measureµ = ∑

n≥1(1/2n
2
)�1|Ln , where�1|Ln is the 1-dimensional Hausdorff

measure onLn. Taking the functionf such thatf |Ln = 2n, one can check that
f ∈ BMO(µ), but the John-Nirenberg property is not satisfied.
However, observe that in accordance with Theorem 2 rotating the coordinate

axes, the corresponding BMO(µ), whereµ is the above measure, has the John-
Nirenberg property.

Proof of Theorem 2.We now show that ifµ is a continuous Radon measure on
Rn, then we can choose the coordinate axes in such a way thatµ(∂Q) = 0 for all
cubesQ with sides parallel to the axes. We first give the very elementary argument
in the plane.
So letµ be a continuous Radon measure onR2. Let � be the set of the lines

L through the origin such thatµ(L′) > 0 for some lineL′ parallel toL. We claim
that� is at most countable. Otherwise there existε > 0, R <∞, and distinct lines
L1,L2, . . . ∈ � such that for some linesL′i parallel toLi andAi = L′i ∩B(0,R),
we haveµ(Ai) ≥ ε for all i. But for i �= j , Ai ∩Aj is either empty or a singleton,
whenceµ(Ai ∩Aj) = 0. Thusµ(B(0,R)) ≥ µ(

⋃
i Ai) = ∑

µ(Ai) = ∞, which
is a contradiction.
Since� is at most countable, so is the set�⊥ of the orthogonal complementsL⊥,

L ∈ �. ChoosingL /∈ �∪�⊥, the linesL andL⊥ give the desired coordinate axes.
To prove our claim inRn, it seems to be convenient (although not necessary) to

use invariant measures on Grassmannians (see, e.g., [M, Chapter 3] for them). Let
G(n,m) be the set of allm-dimensional linear subspaces ofRn, and letγn,m be the
unique orthogonally invariant Radon probability measure on it. We also allowm= 0;
thenG(n,0) = {0} andγn,0 = δ0. ForV ∈ G(n,m) and 0≤ k < m, we letG(V,k)
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be the space ofk-dimensional linear subspaces ofV , and we letγV,k be the natural
measure on it.
Let µ be a continuous Radon measure onRn. Denote

Gm =
{
V ∈G(n,m) : µ(V +x) > 0 for somex ∈Rn

}
.

We leave it to the reader to check thatGm is a Borel set.

Lemma 1. Let γn,n−1(Gn−1)= 0.

Proof. We prove that if 0< m < n and ifγn,m(Gm) > 0, thenγn,m−1(Gm−1) > 0.
Thus if γn,n−1(Gn−1) > 0, induction givesγn,0(G0) > 0, which means thatµ has
atoms and gives a contradiction.
So supposeγn,m(Gm) > 0. We have that

γn,m(Gm)=
∫

γV⊥,1
({

L ∈G(V ⊥,1) : L+V ∈Gm

})
dγn,m−1V.

This follows from the uniqueness ofγn,m since also the right-hand side defines an
orthogonally invariant Radon probability measure onG(n,m). Thus the set of those
V ∈G(n,m−1) for which

γV⊥,1
({

L ∈G(V ⊥,1) : L+V ∈Gm

})
> 0(5)

has positiveγn,m−1 measure. Hence it suffices to show that (5) implies thatV ∈Gm−1.
Let V ∈ G(n,m−1) satisfy (5). For everyL ∈ G(V ⊥,1) such thatL+V ∈ Gm,

there isx(L) ∈Rn such thatµ(L+V +x(L)) > 0. Since there are uncountably many
such linesL, we must have for someL �= L′ (cf. the argument forR2 above),

µ
((
L+V +x(L)

)∩(L′ +V +x(L′)
))

> 0.

But (L+V + x(L))∩ (L′ +V + x(L′)) ⊂ V + x for somex ∈ Rn by easy linear
algebra. Consequently,V ∈Gm−1, and Lemma 1 is proved.

Lemma 2. If G ⊂ G(n,n− 1) and if γn,n−1(G) = 0, then there are coordinate
axes in such a way thatV /∈G for every coordinate hyperplaneV .

Proof. We use induction onn. If n = 2, thenγ2,1(G⊥) = 0 andL, L⊥ will do
for L /∈G∪G⊥. Suppose the lemma holds inRn−1. As above, by the uniqueness of
γn,n−1, we have

γn,1
({

L ∈G(n,1) : L⊥ ∈G
})= γn,n−1(G)= 0

and ∫
γL⊥,n−2

({
V ∈G(L⊥,n−2) : L+V ∈G

})
dγn,1L= γn,n−1(G)= 0.



542 MATEU, MATTILA, NICOLAU, AND OROBITG

Thus, we can chooseL ∈G(n,1) such thatL⊥ /∈G and

γL⊥,n−2
({

V ∈G(L⊥,n−2) : L+V ∈G
})= 0.

By our induction hypothesis, we can choose coordinate axesL1, . . . ,Ln−1 for
L⊥ such that for every coordinate(n− 2)-planeV , we haveL+ V /∈ G. Then
L1, . . . ,Ln−1,L are the required axes inRn.

Combining Lemmas 1 and 2 we see that given a continuousµ there are axes such
thatµ(V )= 0 for all hyperplanes parallel to the coordinate planes, as required.

The last part of this section is devoted to the introduction of the predual of
BMO(µ) : H 1(µ). In the case of the Lebesgue measurem, BMO(m) can be viewed
very naturally as the dual of an atomic spaceH 1,∞(m) (see [J, 3.II]). In this section
we claim that for the measuresµ satisfying the hypothesis of Theorem 1, one can
consider the atomic spaceH 1,∞(µ), and its dual space is BMO(µ).
A function a is called ap-atom, 1< p ≤∞, if there exists a cubeQ such that
(i) a ∈ Lp(µ), ‖a‖Lp(µ) ≤ µ(Q)(1/p)−1;
(ii) spta ⊂Q;
(iii)

∫
Q
adµ= 0.

In the caseµ(Rn) <∞, the constant 1/(µ(Rn)) is also considered an atom.
Thus, we define a Banach spaceH 1,p(µ) in the following way:f ∈ H 1,p(µ) if

and only if there existλi ∈R andp-atomsai such that
∑ |λi |<∞ andf =∑i λiai .

Forf ∈H 1,p(µ), we define its norm‖f ‖H1,p(µ) to be inf
∑ |λj |, where the infimum

is taken over all sequences(λi)i∈I occurring in such an atomic decomposition off .
Whena is ap-atom one can check that‖a‖L1(µ) ≤ 1, and soH 1,p(µ) is continu-
ously embedded inL1(µ). It is also an easy computation to verify thatH 1,p2(µ) is
continuously embedded inH 1,p1(µ) if 1 < p1 ≤ p2 <∞.
Now, we can state the following duality result.

Theorem 7. Let µ be a nonnegative Radon measure inRn. Assume that for
every hyperplaneL, orthogonal to one of the coordinate axes,µ(L) = 0. Then
(H 1,p(µ))∗ = BMO(µ) if 1< p ≤∞.

In these notes we don’t prove this result because the main argument follows using
the same ideas as in the case of the Lebesgue measure. For a good exposition of this
result in the case of the Lebesgue measure, see [J, 3.II].
By the above theorem we have a family of Banach spacesH 1,p(µ), with the same

dual. Hence, since they are continuously embedded, one in the other, we can conclude
that they coincide, and so we can defineH 1(µ)=H 1,p(µ) for anyp, 1< p ≤∞.
To finish this section we want to remark that the main ingredient in the proof of

the above result is the John-Nirenberg inequality, and so Theorem 7 can be stated in
a more general setting. That is, if we have a positive Radon measureµ in Rn (for this
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measure we define BMO(µ), and BMO(µ) satisfies the John-Nirenberg property),
then we can defineH 1(µ) and(H 1(µ))∗ = BMO(µ).

3. Interpolation. This section is devoted to prove a Calderón-Zygmund decom-
position for functions inL1(µ) and a result on interpolation of operators. This follows
from estimating theLp(µ)-norm of a function by theLp(µ)-norm of its sharp max-
imal function.

Lemma 3 (Calderón-Zygmund decomposition). Let µ be a nonnegative Radon
measure inRn such thatµ(L) = 0 for every hyperplaneL orthogonal to one of
the coordinate axes. Suppose we are given a functionf ∈ L1(µ) and a positive num-
berλ, with λ > ‖f ‖1/(µ(Rn)). There exists a decomposition off , f = g+b, and a
sequence of cubes{Qj }, so that

(i) |g(x)| ≤ Cλ for µ-a.e.x;
(ii) b =∑bj , where eachbj is supported inQj ,

∫
bj dµ = 0, and

∫ |bj |dµ ≤
4λµ(Qj );

(iii) {Qj } is almost disjoint with constantB(n);
(iv)

∑
j µ(Qj )≤ C/λ

∫⋃
jQj
|f |dµ.

Proof. LetMf be the centered Hardy-Littlewood maximal function

Mf (x)= sup
r>0

1

µ
(
Q(x,r)

) ∫
Q(x,r)

|f (y)|dµ(y),

whereQ(x,r) is the cube with centerx and sidelengthr.
For eachx ∈ Eλ = {x : Mf (x) > λ} we consider a cubeQ(x,rx) such that∫

Q(x,rx)
|f |dµ > λµ(Q(x,rx)). Then we proceed as in the proof of covering lemma.

We define

D(r) := 1

µ
(
Q(x,r)

) ∫
Q(x,r)

|f (y)|dµ(y).

We haveD(rx) > λ and limr→∞D(r) = ‖f ‖1/(µ(Rn)) < λ. Therefore, because
D(r) is a continuous function on(rx,∞), we get a cubeQx centered atx such that

λ= 1

µ(Qx)

∫
Qx

|f |dµ.(6)

Applying the Besicovitch covering theoremwe have an almost disjoint sequence{Qj }
of cubes such thatEλ ⊂⋃j Qj and such that (6) holds for eachQj .
Consider functions

ϕj =
χQj∑
χQj

,
1

B(n)
≤ ϕj ≤ 1 onQj,
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and
∑

ϕj ≡ 1 on
⋃

j Qj , and define

bj =
(
f ϕj −(f ϕj )Qj

)
χQj

.

Clearly,∫
Qj

|bj |dµ≤
∫
Qj

|f |dµ+
∫
Qj

|f ϕj |dµ≤ 2
∫
Qj

|f |dµ= 2λµ(Qj )

and ∫
bj dµ= 0.

Finally, takeg = f −∑j bj andb =∑j bj .
Now, if x /∈⋃Qj , theng(x)= f (x) and the differentiation theorem gives|g(x)| ≤

λ for µ-a.e.x /∈⋃Qj . Whenx ∈⋃Qj ,

g(x)=
∑
j

(f ϕj )Qj
χQj

≤ λB(n)

because{Qj } is almost disjoint and(f ϕj )Qj
≤ λ.

Theorem 8. Let µ be a nonnegative Radon measure inRn such thatµ(L) = 0
for every hyperplaneL orthogonal to one of the coordinate axes.
(a)Assumeµ(Rn)=∞. Then, one has

‖f ‖p ≤ C(p,n)
∥∥f #

∥∥
p
, 1< p <∞,

for anyf ∈ L1(µ).
(b) Assumeµ(Rn) <∞. Then,∥∥∥∥f −

∫
Rn

f dµ

∥∥∥∥
p

≤ C(p,n)
∥∥f #

∥∥
p
, 1< p <∞,

for anyf ∈ L1(µ).

Proof. We only prove (a) because (b) follows in a similar way. As in the case of
the Lebesgue measure, one only has to prove the following goodλ-inequality

µ
({

x ∈Rn : f (x) > aλ, f #(x) < γλ
})≤m(a,γ,n)µ

({
x ∈Rn : f (x) > λ

})
(7)

for λ > 0 sufficiently large, wherea > 1, γ > 0 are positive constants and where
m(a,γ,n) < 1. Actually, we get

m(a,γ,n)= C(n)(a−1−2γ )−1γ.
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Let Eλ = {x ∈Rn : f (x) > λ}. Forµ-a.e.x ∈ Eλ one has

lim
r→0

µ
(
Q(x,r)∩Eλ

)
µ
(
Q(x,r)

) = 1.

On the other hand, the Chebyshev inequality gives

lim
r→∞

µ
(
Q(x,r)∩Eλ

)
µ
(
Q(x,r)

) ≤ ‖f ‖1
λµ(Rn)

= 0.

Letλ > 0. Sinceµ puts nomass to any hyperplane orthogonal to one of the coordinate
axes, one can choose a cubeQ(x) centered atx such that

µ
(
Q(x)∩Eλ

)= 1

4
µ
(
Q(x)

)
.(8)

We first observe that ifQ(x) is centered at a pointx ∈ Eλ for which f #(x) < γλ,
one has

λ

4
< fQ(x) < λ(1+2γ ).(9)

Actually,

fQ >
1

µ
(
Q(x)

) λµ(Q(x)∩Eλ

)= λ

4
,

and sinceQ(x) is centered at a pointx ∈Rn, wheref #(x) < γλ, we have

µ
({

x ∈Q(x) : |f (x)−fQ(x)| ≥ 2γ λ
})≤ 1

2
µ
(
Q(x)

)
.

Sinceµ(Q(x)∩Ec
λ) = (3/4)µ(Q(x)), there existsy ∈Q(x)∩Ec

λ such that|f (y)−
fQ(x)|< 2γ λ. Sincef (y)≤ λ, we deduce

fQ(x) < λ(1+2γ ).

We apply the Besicovitch covering theorem to the family of cubes{Q(x)}, x ∈
Ẽλ = {x ∈ Eλ : f #(x) < γλ}. Then we obtain an almost disjoint family of cubes
{Qj } with the following properties

µ
(
Qj ∩Eλ

)= 1

4
µ(Qj ), Ẽλ ⊂

⋃
j

Qj .

So the estimate

µ
(
Qj ∩Eaλ

)≤ (a−1−2γ )−1γµ(Qj )(10)
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finishes the proof.
Using again thatQj is centered at a pointx ∈Rn, wheref #(x) < γλ, we have∫

Qj

∣∣f −fQj

∣∣dµ < γλµ(Qj ).

OnEaλ one hasf > aλ. Thus, (9) gives∫
Qj

∣∣f −fQj

∣∣dµ≥ µ
(
Qj ∩Eaλ

)
λ(a−1−2γ ).

Then
µ
(
Qj ∩Eaλ

)
λ(a−1−2γ ) < γλµ(Qj ),

which gives (10).

As in the case of the Lebesgue measure, theLp-boundedness of the sharp function
gives a result on interpolation of operators.

Proof of Theorem 3.We first assumeµ(Rn)=∞. The proof follows closely the
arguments in [J, p. 43]. Since functions inL∞c (µ)with mean zero are dense inLp(µ),
1< p <∞, one only has to prove

‖Tf ‖p ≤ C‖f ‖p
for such functions. In fact, we show∥∥(Tf )#

∥∥
p
≤ C‖f ‖p, 1< p <∞,(11)

and apply the previous theorem. Observe that the corresponding hypothesis holds
becausef ∈ L∞c (µ) with mean zero impliesf ∈H 1(µ); henceTf ∈ L1(µ).
By the Marcinkiewicz interpolation theorem (see [S]), the strong inequality (11)

follows from the weak estimate

µ
({

x ∈Rn : (Tf )#(x) > λ
})≤ C‖f ‖pp

λp
, 1< p <∞,(12)

whereλ > 0.
Let {Qj } be the collection of almost disjoint cubes associated with the Calderón-

Zygmund decomposition of|f |p at the valueλp. So, we write

f = b+g =
∑
j

(
f ϕj −(f ϕj )Qj

)
χQj

+g,

such that
‖g‖∞ ≤ C(n)λ.
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Set
bj =

(
f ϕj −(f ϕj )Qj

)
χQj

;
then sup(bj )⊂Qj , bj has mean zero and∫

Qj

|bj |p ≤ C(n)λpµ(Qj ).

Remember ∑
µ(Qj )≤ ‖f ‖

p
p

λp
.

So, one has
‖b‖H1(µ) ≤ C(n)λ

∑
µ(Qj )≤ C(n)λ1−p‖f ‖pp.

SinceT is bounded fromL∞c (µ) to BMO(µ), the function(T g)# is bounded by a
multiple ofλ. Hence, ifc0 is a sufficiently large constant, we have{

x : (Tf )#(x) > 2c0λ
}⊆ {x : (T b)#(x) > c0λ

}
.

Now,

µ
({

x : (T b)#(x) > c0λ
})≤ µ

({
x :M(T b)(x) >

1

2
c0λ

})
≤ C

‖T b‖1
λ

,

whereM is the Hardy-Littlewoodmaximal function. The boundedness of the operator
T fromH 1(µ) to L1(µ) gives

‖T b‖1 ≤ C‖b‖H1(µ),

which gives (12) and finishes the proof.
Whenµ(Rn) <∞, the proof follows the same lines using that constant functions

are inH 1(µ).

Given a functionf onR denote byTµf , the Hilbert transform off with respect
to µ,

Tµf (x)= p.v.
∫

f (y)

x−y
dµ(y).

We give an example, due to Verdera [V], of a measureµ onR for which we know that
the operatorTµ is bounded onLp(µ), 1< p <∞, but it is not bounded fromH 1(µ)

to L1(µ). Before proceeding to define the measureµ and the functionh ∈ H 1(µ),
we make some computations.
Considerε > 0 sufficiently small, and letI = [ε,2ε] andJ = [√ε,

√
ε+ε]. Write

f = (1/ε)[χJ −χI ], and letν be the Lebesgue measure restricted on[−1,0]∪I ∪J .
A simple calculation gives, whenx ∈ [−1,0],

Tνf (x)= 1

ε

(
log(2ε−x)− log(ε−x)− log

(√
ε+ε−x

)+ log
(√

ε−x
))≥ 0,
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and then we have ∫
|Tνf |dν ≥

∫ 0

−1
|Tνf (x)|dx ≥ C| logε|.

Observe that functionf belongs toH 1(ν) with norm bounded by 2, but with respect
to the Lebesgue measuref is an atom with norm of orderε−1/2. Now, one repeats
this construction at different scales.
Let (εk) be a sequence of positive numbers tending to zero and verifying

√
εk+1+

εk+1 < εk (and so
∑

k≥1k−2| logεk| =∞). Define intervals

Ik = [εk,2εk] and Jk =
[√

εk,
√

εk+εk
]
.

Let µ be the Lebesgue measure restricted on[−1,0]⋃∞
k=2(Ik∪Jk). Clearly,µ does

not satisfy any doubling condition, and easily,Tµ is bounded inL2(µ) becausedµ=
gdm, whereg2 = g. Observe that the first condition on the sequence(εk) means
that Jk+1 is at the left-hand side ofIk. So, the functionak = ε−1k (χIk − χJk

) is a
µ-atom. Define

h=
∞∑
k=2

1

k2
ak.

Since
∑

k−2 <+∞ andak are atoms, one hash ∈H 1(µ). On the other hand,

∫
|Tµh|dµ≥

∫ 0

−1
|Tµh(x)|dx =

∞∑
k=2

1

k2

∫ 0

−1
Tµak(x)dx ≥ C

∞∑
k=2

1

k2
|logεk| = +∞.

That is,Tµh /∈ L1(µ).

4. BMO with balls and cubes. Theorems 4, 5, and 6 are proved with a similar
construction. To simplify slightly, we do not constructµ as an absolutely continuous
measure but as a sum of weighted length measures on some circles. Since the oscil-
lation of f on two neighboring circles is at most 1, it is clear from the proof that by
replacingµ with a sum of weighted Lebesgue measures on very narrow annuli, we
get the same conclusions.
We choose nonincreasing sequences(εi) and(λi), i = 1,2, . . . , of positive numbers

such that for alli,

ε1= 1

2
, εi+1 ≤ εi

10
,(13)

λ1= 1

2
, 0< λi ≤ 2−i , λi+1 ≤ λi,(14)

√
εi+1 2−i−1 ≤√εi λi .(15)



BMO FOR NONDOUBLING MEASURES 549

Set

Si =
{
x ∈R2 : |x| = 1−εi

}
,

Ti =
{
x ∈R2 : |x| = 1+εi

}
,

µS =
∑
i

λi�
1 | Si,

µT =
∑
i

2−i�1 | Ti,

µ= µS+µT ,

f =
∑
i

iχSi∪Ti
.

Clearly,f belongs toL1(µ) with

∫
f dµ≤ 8π

∞∑
i=1

i2−i = c0.

We now fix a discB with centerx and radiusr. If B ∩Si �= ∅ for somei, we let
i0 be the smallest suchi. Similarly, j0 is the smallestj such thatB∩Tj �= ∅ if such
a j exists.

Lemma 4. If B∩Tj �= ∅ for somej , then∫
B

|f −j0|dµT ≤ c0µT (B).

Proof. As B∩Tj0 �= ∅, we see by simple geometry that
�1(B∩Tj )≤ 5�1(B∩Tj0+1) for j > j0

(sinceTj andTj0+1 are much closer to each other than toTj0). Hence,∫
B

|f −j0|dµT =
∑
j>j0

(j−j0)2
−j�1(B∩Tj )

≤ 5�1(B∩Tj0+1)
∑
j>j0

(j−j0)2
−j

≤ c02
−j0−1�1(B∩Tj0+1)= c0µ(B∩Tj0+1)≤ c0µT (B).

Lemma 5. We havef ∈ BMOb(µ). More precisely, (2) holds with an absolute
constantc.

Proof. Let B be as above. We consider four cases.
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Case 1:|x| ≤ 1/2. If B∩S2= ∅, f is constant onB∩sptµ. Otherwise,r > 1/3,
and using trivial geometry and the assumptionsε1 = λ1 = 1/2 andε2 ≤ ε1/10, we
have�1(B∩S1)≥ 2/5 and

µ(B)≥ λ1�1(B∩S1) >
1

5
.

Thus,
1

µ(B)

∫
B

f dµ≤ 5
∫

f dµ≤ 5c0,

and (2) holds witha = 0, c = 5c0.
From now on we assume that|x| > 1/2 and, by Lemma 4, thatB ∩ Si �= ∅ for

somei.

Case 2: eitherB ⊂ {y : |y| ≤ 1} or j0 > i0+2. Wemay assume thatB∩Si0+2 �= ∅,
since otherwisef = i0 or i0+1 onB∩sptµ. AsB meetsSi0 andSi0+2, and it does
not meetTi0+2, one sees by simple geometry (see Figure 3) that

µ(B)≥ λi0+1�1(B∩Si0+1)≥ λi0+1
√

rεi0+1,

�1(B∩Si)≤ 2
√

rεi0+2 for i > i0+1,

�1(B∩Ti)≤ 2
√

rεi0+2 for i > i0+1.

︸
︷︷

︸

B ≈ √rεi0+1
Ti0+2

Ti0+3

Si0+2
Si0+1 Si0

Figure 3. Case 2
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Thus, also using (15),∫
B

|f − i0|dµ≤
∑
i>i0

(i− i0)λi�
1(B∩Si)+

∑
i>i0+2

(i− i0)2
−i�1(B∩Ti)

≤ 3µ(B)+4
√

rεi0+2
∑

i>i0+2
(i− i0)2

−i

≤ 3µ(B)+c0
√

rεi0+2 2−i0−2

≤ 3µ(B)+c0
√

rεi0+1 λi0+1 ≤ (3+c0)µ(B).

Hence, (2) holds in this case withc = 3+ c0. In the last two cases, we also assume
thatB∩Tj �= ∅ for somej .
Case 3:j0= i0, i0+1, or i0+2. Sinceεj0+1 < εj0/10 andB meets bothSj0 and

Tj0, one easily sees that fori > j0,

�1(B∩Si)≤ 2�1(B∩Tj0+1).

Thus,∫
B

|f −j0|dµS ≤ 2µ(B∩Sj0−2)+µ(B∩Sj0−1)+
∑
i>j0

(i−j0)λi�
1(B∩Si)

≤ 3µ(B)+2�1(B∩Tj0+1)
∑
i>j0

(i−j0)2
−i

≤ 3µ(B)+c02
−j0−1�1(B∩Tj0+1)

≤ (3+c0)µ(B).

Combining this with Lemma 4, we have (2) withc = 3+c0 in Case 3.
Our final case is the following.

Case 4:j0 < i0. Then fori > j0,

�1(B∩Si)≤�1(B∩Ti) and �1(B∩Ti)≤ 5�1(B∩Tj0+1).

Thus, ∫
B

|f −j0|dµ≤
∑
i>j0

(i−j0)(λi+2−i )�1(B∩Ti)

≤ 2
∑
i>j0

(i−j0)2
−i�1(B∩Ti)≤ 2c0µ(B).

Hence, the proof of Lemma 5 is complete.
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To prove Theorem 4 we choose sequences(ik) and(jk) of positive integers and the
sequences(εi) and(λi) in such a way thatik+k < jk < ik+1,

ε2ik < εik+k,(16)

λ1= 1

2
, λi=λik for i= ik, . . . , ik+k, λi+1 ≤ 1

2
λi for i = ik+k, . . . , jk,

(17)

for all i andk. We leave to the reader as an exercise to check that this choice, keeping
also (13)–(15), is possible. Moreover, once the other numbers at thekth step are
chosen, we can takejk as large as we wish. The choice ofjk is determined in the
proof of the following lemma.

Lemma 6. Under the conditions (13)–(17),f /∈ BMO(µ) for any choice of the
coordinate axes.

Proof. Let Qk be the square with center on thex1-axes, sidelength 2εik , and the
right-hand vertices onS1 (see Figure 4).

Sik−1

Sik
Sik+k

S1

Qk

Figure 4. Proof of Lemma 6

By (16) for i = ik, . . . , ik + k, Qk ∩ Si does not meet the vertical sides ofQk,
whence it is an arc withεik ≤�1(Qk∩Si)≤ 3εik . Thus, by (17),
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µ(Qk∩Si)= λik�1(Qk∩Si)≥ λik εik for i = ik, . . . , ik+k.

We choosejk such that

�1(Qk∩Si+1
)≤ 1

2
�1(Qk∩Si) for i ≥ jk.

By (13) and elementary geometry, this is possible. Then by (17),

µ
(
Qk∩Si+1

)≤ 1

2
µ(Qk∩Si) for i ≥ ik+k.

Thus,

µ(Qk)=
ik+k∑
i=ik

µ(Qk∩Si)+
∑

i>ik+k

µ(Qk∩Si)

≤ 2
ik+k∑
i=ik

µ(Qk∩Si)= 2λik

ik+k∑
i=ik

�1(Qk∩Si)

≤ 12λik kεik .

For any numbera, there are at leastk/3 valuesi ∈ {ik, . . . , ik+k} such that|f (x)−
a| ≥ k/3 for x ∈ Si . Thus

1

µ(Qk)

∫
Qk

|f −a|dµ≥ 1

12λik kεik

k

3

k

3
λik εik =

1

108
k.

Hence,f /∈ BMO(µ) and Lemma 6 is proved; consequently Theorem 4 is also proved.

Proof of Theorem 6.The proof follows much the same lines as the one given for
Theorem 4, but in the present case both the measure and the function are not constant
on circles. Letm≥ 9 be an integer. Let

λ1= 4−m, λ2= ·· · = λm =m−24−m.(18)

Let λ > 0, and chooseε1 > ε2 > · · · > εm such that (13) and (15) are satisfied.
We chooseλ much smaller thanλ2, and then we choose the sequence(εi), very
quickly decreasing. SetSi andTi as before. Divide the unit circleS1 into disjoint
consecutive arcsI1, . . . , I8m of length 2π8−m. For eachj divide Ij into disjoint
consecutive arcsIj,0, . . . , Ij,2m of length�1(Ij,i) = 2π8−m/(2m+ 1) = $m. Set,
with tA= {tx : x ∈ A},
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I k
j,i = (1−εk)Ij,i ⊂ Sk, J k

j,i = (1+εk)Jj,i ⊂ Tk,

Sk,j =
2m⋃
i=0

I k
j,i , Tk,j =

2m⋃
i=0

J k
j,i ,

µS =
m∑

k=1

8m∑
j=1


λk�1 | I k

j,m+λ
∑
i �=m

�1 | I k
j,i


 ,

µT =
m∑

k=1

8m∑
j=1


 m∑

i=0
2−i−k�1 | J k

j,i+
2m∑

i=m+1
2i−2m−k�1 | J k

j,i


 ,

µ= µS+µT , and

f =
m∑

k=1

8m∑
j=1


 m∑

i=m−k

(i−m+k)χIk
j,i∪J k

j,i
+

m+k∑
i=m+1

(m+k− i)χIk
j,i∪J k

j,i


 .

Therefore, easy computations give

µ(Tk,j )! 2−k$m and ‖µT ‖ ! 8m$m !m−1! µ(T1),

‖µS‖ ! 4−m

m

(
1+λ4mm2)! 4−m

m
! µ(S1), wheneverλ < 4−mm−2,∫

Tk,j

f dµ! $m2
−m and

∫
f dµT ! 2−m,

∫
f dµS ! 4−m

m

(
1+λ4mm3)! 4−m

m
, wheneverλ < 4−mm−3.

Then, clearlyf ∈ L1(µ) with
∫
f dµ≤ c0‖µ‖, wherec0 is as before.

Note thatf = 0 on the extreme arcs ofTk,j and that it oscillates linearly tok in
the middle. Since the measure decays exponentially in the middle,f is again nicely
in BMOb(µT ), as the next lemma shows. LetB be a disc with centerx.

Lemma 7. There isa ∈R such that∫
B

|f −a|dµT ≤ CµT (B).

Moreover, if for somek, B ∩Tk,j �= ∅ for at least two indicesj , then we can take
a = 0.

Proof. Suppose thatB ∩Tk,j �= ∅, and suppose that the indicesi for which B ∩
J k
j,i �= ∅ form a sequencei1, i1+ 1, . . . , i2 such thati1 = 0 or i1 = 1 or i2 = 2m
or i2 = 2m− 1 or form two sequencesi1, i1+ 1, . . . , i2 and i3, i3+ 1, . . . , i4 such
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that i1 = 0 or i1 = 1 and i4 = 2m or i4 = 2m− 1. We say then thatB intersects
Tk,j noncentrally. Otherwise, we say thatB intersectsTk,j centrally. We also say
thatB intersectsTk centrally or noncentrally if it intersects someTk,j centrally or,
respectively, noncentrally.
We claim that ifB intersectsTk,j noncentrally, then∫

B∩Tk,j

f dµ≤ c0µ
(
B∩Tk,j

)
.(19)

Suppose, for example, that there is only one sequencei1, . . . , i2 as above withi1= 0
or i1= 1. The other cases are similar. Ifi2= 0, 1, or 2, thenf = 0, 1, or 2 onB∩Tk,j ,
and (19) is clear.
Otherwise,J k

j,2⊂ B, whence

µ
(
B∩Tk,j

)≥ 2−2−k�1(J k
j,2

)≥ 2−2−k$m

and ∫
B∩Tk,j

f dµ≤
∫
Tk,j

f dµ! $m2
−m.

Hence, (19) follows.
Assume now that for somek,B∩Tk,j �= ∅ for at least two values ofj . We claim that∫

B

f dµT ≤ 16c0µT (B).(20)

Let k1,k1+1, . . . ,k2 be thosek for whichB∩Tk �= ∅.
We examine three cases separately. First, supposeB intersectsTk1 centrally. Then

B∩Tk1 = B∩Tk1,j for somej and∫
B∩Tk1

f dµ≤
∫
Tk1,j

f dµ! $m2
−m.(21)

We see by simple geometry that if theεi ’s decrease sufficiently quickly, our assump-
tion (that for somek, B∩Tk,j �= ∅ for at least twoj ) implies that

µ
(
B∩Tk1+1

)≥ 2−2−k1$m.(22)

Moreover,k2 = m andB intersects the remainingTk noncentrally. Combining (19),
(21), and (22), we get (20) for this first case. On the other hand, ifB intersects
both Tk1 and Tk2 noncentrally, thenB intersects everyTk noncentrally and again
(20) follows from (19). Finally, whenB intersectsTk1 noncentrally andTk2 centrally,
our assumption impliesµ(B ∩ Tk1) ≥ 2−k1$m. ThenB intersectsTk centrally for
k = k3, . . . ,k2, and as in (21),

k2∑
k3

∫
B∩Tk

f dµ≤ (m−k1)2
−m$m ≤ 2−k1$m ≤ µT (B).
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Combining this with (19), we also obtain (20).
To finish the proof of Lemma 7, suppose that for everyk there is at most onej

such thatB∩Tk,j �= ∅. Then the values ofk for whichB∩Tk �= ∅ form a sequence
k1,k1+1, . . . ,k2, and the indexj for whichB∩Tk,j �= ∅ is the same for allk1 ≤ k ≤
k2. Moreover, the indicesi for whichB∩J

k1+1
j,i �= ∅ (if there are any) form a sequence

i1, i1+1, . . . , i2. If the sequence(εi) decreases sufficiently quickly,B∩J k
j,i = ∅ for

k > k1, i1 < i1−1, andi > i2+1. ThusµT (B) ≤ 4µ(B ∩ (Tk1,j ∪Tk1+1,j )). Then,
by similar easy estimates as before,∫

B

|f −a|dµT ≤ C

∫
B∩(Tk1,j∪Tk1+1,j

) |f −a|dµ≤ C2µT (B),

where a = min{f (x) : x ∈ B ∩ (Tk1,j ∪ Tk1+1,j )}. This completes the proof of
Lemma 7.

We want to show again that (2) holds for somea with an absolute constantc; that
is, f ∈ BMOb(µ).
Suppose first that|x| ≤ 1/2. We may assume thatB∩S2 �= ∅. ThenB contains at

least 8m−1 arcsI1j,m and so

µ(B)≥ 8m−1λ1$m/2= 2m$m/16! 4−mm−1.

We have ∫
B

f dµS ≤
∫

f dµS ! 4−mm−1 � µ(B)

provided we chooseλ ≤ $m/(m22π). If B∩Tk,j �= ∅ for at most onej for everyk,
then we get

∫
B

f dµT ≤
m∑

k=1

∫
Tk,j

f dµ!m2−m$m ≤ 16m4−mµ(B)≤ µ(B)

sincem≥ 9.
If B∩Tk,j �= ∅ for at least two indicesj , for somek, we have by Lemma 7,∫

B

f dµT ≤ Cµ(B).

Combining these inequalities we obtain∫
B

f dµ≤ Cµ(B)

in case|x| ≤ 1/2.
Assume then that|x|> 1/2. As previously, we study different cases. By Lemma 7

wemay assume thatB∩Sk �= ∅ for somek. The casewhere this happens only fork = 1
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is trivial, so suppose thatB∩Sk for somek > 1. If B∩S2= B∩T4= ∅, the diameter
of B is at most 2ε2. Choosing 2ε2 < $m, there are two pairs(i1,j1) and(i2,j2) such
that for everyk, B∩ (I k

j,i ∪J k
j,i) = ∅ unless(i,j) = (i1,j1) or (i,j) = (i2,j2). Then

we can use almost identical arguments as in the proof of Theorem 4, because in this
scale both the measure and the function are almost constant on circles.
Suppose then thatB∩T4 �= ∅. Then, choosingε4 sufficiently small for allk ≥ 5,

µ
(
B∩(Sk∪Tk)

)≤ 26−kµ(B∩T5),

whence, asf ≤ k on Sk∪Tk,∫
B

f dµ≤ 4µ(B)+
m∑

k=5
k26−kµ(B∩T5)≤ (4+8)µ(B)= 12µ(B).

Finally, we are left with the case whereB∩S2 �= ∅ andB∩T4= ∅. If B intersects
only S2 andS3, it is trivial. Therefore, assumeB∩S4 �= ∅. Let r be the radius ofB.
We then have

µ(B∩S3)≥ λ�1(B∩S3)≥ λ
√

rε3

and fork ≥ 4,

µ
(
B∩(Sk∪Tk)

)≤ 2−k�1(B∩(Sk∪Tk)
)≤ 22−k�1(B∩S4)≤ 23−k

√
r2ε4.

Choosingε4 ≤ λ2ε3, we conclude∫
f dµ≤ 3µ(B)+

∫
B\S2∪S3

f dµ

≤ 3µ(B)+
m∑

k=4
k24−k√rε4

≤ 3µ(B)+6
√

rε4

≤ 3µ(B)+6λ
√

rε3 ≤ 9µ(B).

This completes the proof that the functionf belongs to BMOb(µ) with the norm
independent ofm. We point out that ifB is a disc not contained in{x : |x|< 3}, then∫

B

f dµ≤ Cµ(B).(23)

Clearly, whenµ(B ∩ S) > 0, we haveµ(B) ≥ µT (B) ≥ ‖µ‖/100, and thus (23)
holds. If µ(B ∩ S) = 0, then eitherB ∩ T2 = ∅ or B ∩ T1,j �= ∅ for at least two
indicesj . In both cases we get (23) from Lemma 7.
To finish the proof of Theorem 6, we choose discsB1,B2, . . . such that the discs

3Bk are disjoint. Let{Mk} be an increasing sequence of integer numbers (for instance,
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Mk = 9+k). Takingm=Mk, we use the above construction in eachBk appropriately
scaled. Then we get in 3Bk ameasureµk andfk ∈ BMO(µk)with uniformly bounded
BMOb-norms. Set

µ=
∑
k

µk, f =
∑
k

fk.

LetB be any disc. IfB ⊂ 3Bk for somek, thenµ|B = µk|B , and (2) holds. Otherwise,
B is not contained in 3Bk for anyk. Then by (23),∫

B

f dµ=
∑
k

∫
B

fk dµk ≤ C
∑
k

µk(B)= Cµ(B).

Sof ∈ BMOb(µ). Denote byrk the radius ofBk, and note thatµk(Bk)! rk4−MkM−1
k .

Then for anya ∈R and allk, we have

µ

({
x ∈ Bk : |f (x)−a|> Mk

3

})
≥ Mk

3
· 4
−Mk

M2
k

·$Mk
8Mk ≥ rk

4−Mk

3M2
k

! 1

Mk

µ(Bk).

This implies trivially (by the Chebyshev inequality) thatf /∈ BMOp
b (µ) for all p > 1.

Thus, finally, the proof of Theorem 6 is complete.

Proof of Theorem 5.Let m > 3 be an integer; we haveε1, . . . ,εm such thatε1 <

1/2 and 0< εi+1 < εi/10 for 1≤ i < m. Let Si = {x : |x| = 1− εi} andTi = {x :
|x| = 1+ εi} as before. We choose the sequence(εi) so quickly decreasing that the
following hold:

�1(Q∩S(r)
)≤ 2−m�1(Q∩Si+1

)
(24)

for 1−εi+2 ≤ r ≤ 1+εi+2, 1≤ i ≤m−2, and for any squareQ such thatQ∩Si �= ∅
andQ∩Ti+2= ∅;

�1(Q∩S(r)
)≤ 2�1(Q∩Ti+1

)
(25)

for 1−εi+1 ≤ r ≤ 1, 1≤ i ≤m−1, and for any squareQ such thatQ∩Ti �= ∅. Here
S(r) denotes{x : |x| = r}.
We defineµ andf as in the proof of Theorem 4 with

λ1= ·· · = λm = λ= 2−m.

Thenf = i on Si ∪Ti .
First, we observe that the BMOb(µ)-norm off is at leastm/9, since for anya ∈R

andD = {x : |x| ≤ 1},
3

m

∫
D

|f −a|dµ≥ µ
({

x ∈D : |f (x)−a|> m/3
})≥ µ(D)/3.
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Second, we claim that (1) holds for any squareQ with an absolute constantC. For
this we can follow the argument in the proof of Theorem 4. Lemma 4 and its proof
hold withB replaced byQ as they stand;i0 andj0 are defined in the same way with
Q in place ofB. We need not worry about where the center ofQ lies, so our first
case is the analogue of Case 2:Q⊂D or j0 > i0+2. In this case, (24) yields

�1(Q∩(Si ∪Ti)
)≤ 2λ�1(B∩Si0+1)≤ 2µ(B)

for i > i0+1, and the inequalities in Case 2 can be repeated. In casej0 = i0, i0+1,
or i0+2 (see Case 3), we have by (25),

�1(Q∩Si)≤ 2�1(Q∩Tj0+1)

for i > j0, and the same argument works again. Finally, ifj0 < i0, the proof runs as
it is with B replaced byQ.
To complete the proof of Theorem 5, we use the same method as at the end of the

proof of Theorem 6, definingf =∑mfm andµ=∑mµm. Thenf ∈ BMO(µ) (for
all choices of the coordinate axes), butf /∈ BMOb(µ).

Another variant of functions of bounded mean oscillation is the following one.
Suppose that in the definition of the space BMO(µ) we only consider cubes (with
sides parallel to the axes) centered at the support of the measureµ. We denote this
new space of functions by BMOc(µ). Obviously, BMO(µ) is contained in BMOc(µ),
and as the next example shows, this inclusion can be strict, even for the restriction of
the Lebesgue measure to a cube.

Example. The idea to construct our example is simple, but again the explanation
becomes a little tedious. Take the squareQ0 = [0,1] × [−1/2,1/2], and letµ be
the planar Lebesgue measure restricted inQ0. Now, we consider a collection of
squares which are dyadic with respect toQ0. For each positive integerk and for each
j = 1,2, . . . ,2k−1, we define squares

Q+
k,j =

[
0,

1

2k

]
×
[
j−1

2k
,
j

2k

]
,

Q−
k,j =

[
0,

1

2k

]
×
[−j

2k
,
1−j

2k

]
.

Let ϕ be a Lipschitz function satisfying
(i) 0 ≤ ϕ ≤ 1;
(ii)

ϕ(z)= 1 if z ∈
[
− 1

2
,
1

2

]
×
[
− 1

2
,
1

2

]
,

ϕ(z)= 0 if z /∈
[
− 3

4
,
3

4

]
×
[
− 3

4
,
3

4

]
;
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(iii) ‖∇ϕ‖ ≤ 4.
Then define

ϕ+k,j (z)= ϕ
(
2k
(
z−c+k,j

))
and ϕ−k,j (z)= ϕ

(
2k
(
z−c−k,j

))
,

wherec+k,j andc
−
k,j are the centers ofQ

+
k,j andQ

−
k,j . Thus,ϕ

+
k,j is equal to 1 onQ

+
k,j ,

has support contained in(3/2)Q+
k,j , and‖∇ϕ+k,j‖ ≤ 8·2k. The functionϕ−k,j satisfies

the analogous properties.
Write

b =
∞∑
k=1

2k−1∑
j=1

(
ϕ+k,j −ϕ−k,j

)
.

WhenQ is any square contained inQ0, a standard computation (or an application of
[GJ, Lemma 2.1]) gives

1

µ(Q)

∫
Q

|b−bQ|dµ≤ C.

If Q is any square with center lying inQ0, then there is a squareP ⊂Q0 so that
Q∩Q0⊂ P andµ(Q)≥ (1/4)µ(P ). So,∫

Q

|b−bP |dµ≤
∫
P

|b−bP |dµ≤ Cµ(P )≤ Cµ(Q).

Consequently,b ∈ BMOc(µ). On the other hand, letQk be a square such thatQk ∩
Q0 = [0,1/2k] × [−1/2,1/2]. Thenµ(Qk) = 2−k. By symmetry ofb,

∫
Qk

b = 0.
Observe that∫

Qk

|b−bQk
|dµ=

∫
Qk

|b| ≥
∞∑
j=k

j

2j+1
≥ k

2
2−k = k

2
µ(Qk).

Therefore,b /∈ BMO(µ).
Now, we describe an example that shows that the John-Nirenberg inequality is

false for BMOc(µ), even for absolutely continuous measuresµ and cubes centered
at points of the support of the measure. For simplicity, our measure again contains
pieces on line segments, but obviously it can be fattened without destroying the
desired properties.
Letm > 1 be an integer. Set

Ij =
{
(x,y) : (j−1)/m < x ≤ j/m, y = 1

}
, j = 1, . . . ,m,

Jj =
{
(x,y) : (j−1)/m < x ≤ j/m, y = 1+1/m

}
, j = 1, . . . ,m,

K = {(x,y) : 0≤ x ≤ 1, y = 0
}
,

I =
m⋃

j=1
Ij , J =

m⋃
j=1

Jj .
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Then consider the measure

µ= 2−m�1 |K+m−12−m�1 | I+
m∑

j=1
2−j�1 | Ij

and the function

f =
m∑

j=1
jχIj∪Jj

(see Figure 5).

︸ ︷︷ ︸

︸ ︷︷ ︸

︸ ︷︷ ︸

1

K

I

J

0

1

1+1/m

µ= 2−m�1

f ≡ 0

m−12−m�1

f ≡ i

2−i�1

Figure 5. The functionf and the measureµ, whenm= 4

It is easy to check that for every squareQ with sides parallel to the coordinate axes
and with center inI ∪J ∪K, there isa = a(Q) ∈R such that∫

Q

|f −a|dµ≤ Cµ(Q).(26)

Actually, if the center ofQ is inK, one may takea = 0 because∫
I

f dµ≤ Cµ(I) and
∫
J

f dµ≤ Cµ(J ).

If the center ofQ is in I ∪ J , one may assume its sidelength$(Q) ≥ 1/m. Since
µ(Ij )≤ µ(Jj ), one has∫

Q

|f −a|dµ≤ 3
∫
Q∩J

|f −a|dµ.
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Now, since the measureµ decays exponentially inJ , the functionf | J looks like a
logarithm. Hence, ifa =min{j : Jj ∩Q �= ∅}, one has∫

Q∩J
|f −a|dµ≤ Cµ(Q∩J ).

So, (26) is proved. Notice also that if one has a cubeQ that contains eitherK, I , or
J , then (26) holds witha = 0.
Taking

Q= {(x,y) : |x| ≤ 1+1/2m, |y| ≤ 1+1/2m
}
,

we have that for anya ∈R,

µ
({x ∈Q : |f (x)−a|> m/3})≥ 2−m

3m
≥ µ(Q)

4m
.

As in the proofs of Theorems 5 and 6, we now apply this construction to a sequence
of squares. Consider a collection{Qn : n = 1,2, . . . } of disjoint squares whose left
side is in they-axis and that satisfies

dist(Qn,Qm)≥ 2max
{
$(Qn),$(Qm)

}
, n �=m.

Let µn,fn be the measure and the function given by the construction above in the
squareQn with m= n. Set

µ=
∑

µn, f =
∑

fn.

One hasf ∈ BMOc(µ). To see this, observe that if a cubeQ centered at a point in
Qk intersects some otherQj , j �= k, thenQk ⊂Q and, moreover,Q contains theK
or J piece of the cubeQj . So, as remarked above, one has∫

Q

fj dµj ≤ Cµj (Q)

and adding up, ∫
Q

f dµ≤ Cµ(Q).

So,f ∈ BMOc(µ). On the other hand, as before, for anya ∈R, one has

µ
{
x ∈Qn : |f (x)−a|> n/3

}≥ µ(Qn)

4n
,

and the John-Nirenberg inequality fails.

Appendix: John-Nirenberg theorem on spaces of homogeneous type

Let (X,d,µ) be a space of homogeneous type in the sense of Coifman and Weiss
[CW, p. 587]. Thus, the quasidistanced satisfies

d(x,y)≤K
(
d(x,z)+d(z,y)

)
,
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and the positive Borel measureµ is doubling

µ
(
B(x,2r)

)≤Dµ
(
B(x,r)

)
,

whereB(x,r)= {y ∈X : d(x,y) < r} is the ball centered atx and radiusr > 0.

Remark. There exists a constantα such that ifx ∈ B(a,R) and 0< ρ ≤ 12KR/5,
thenB(x,ρ)⊂ B(a,αR). (Takeα =K((12K/5)+1).)

Our goal is to check the following.

Theorem A. There exist two positive constantsβ and b such that for anyf ∈
BMO(X) and for any ballS ⊂X, one has

µ
({

x ∈ S : |f −fS |> λ
})≤ β exp

{
− bλ

K‖f ‖∗
}
µ(S), for all λ > 0.(27)

Proof. We guess that the proof we present here is implicit in the work of Coifman
and Weiss [CW, p. 594, footnote]. However, since they didn’t write it explicitly, there
has been some confusion in the literature.
We follow the standard stopping time argument; that is, we assume thatλ is large

enough and fix someλ1. Then we study the sets{x ∈ S : |f (x)−fS | ≤ λ1}, {x ∈ S :
|f (x)−fS | ≤ 2λ1}, up to{x ∈ S : |f (x)−fS | ≤mλ1! λ}.
In showing (27), we assume‖f ‖∗ ≤ 1 and fixS = B(a,R). We define a maximal

operator associated toS (if we replaceS by another ball, then the maximal operator
changes),

MSf (x)= sup

{
1

µ(B)

∫
B

|f (y)−fS |dµ(y) : B ball, x ∈ B, B ⊂ B(a,αR)

}
.

Using a Vitali-type covering lemma, one can prove that

µ
({x :MSf (x) > t})≤ A

t
µ(S),

whereA is a constant that only depends onK andD but not onS.
Takeλ0 > A. Consider the open setU = {x :MSf (x) > λ0}. We haveµ(U ∩S)≤

(A/λ0)µ(S) < µ(S), and thereforeS∩Uc �= ∅.
Definer(x)= (1/(5K))dist(x,Uc). If x, y ∈ S, thend(x,y) ≤ 2KR. SinceUc∩

S �= ∅, if x ∈ S, we haver(x)≤ 2KR/(5K)= 2R/5.
Clearly,

U ∩S ⊂
⋃

x∈U∩S
B
(
x,r(x)

)⊂ U.

Again by a Vitali-type covering lemma (e.g., see [CW, Theorem 3.1]), we can select
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a finite or countable sequence of disjoint balls{B(xj ,rj )} such thatrj = rj (x) and

U ∩S ⊂
⋃
j

B
(
xj ,4Krj

)⊂ U.

On the other hand,
B
(
xj ,6Krj

)∩Uc �= ∅
and

B
(
xj ,6Krj

)⊂ B(a,αR) because 6Krj ≤ 12KR

5
.

Thus, we get
1

µ
(
B
(
xj ,6Krj

)) ∫
B(xj ,6Krj )

|f −fS |dµ≤ λ0,

and consequently, if we writeS(1)
j = B(xj ,4Krj ), we obtain

|fS−fSj
| ≤ 1

µ(Sj )

∫
Sj

|f −fS | ≤ c0λ0 := λ1,

becauseµ is a doubling measure.
By the differentiation theorem,

|f (x)−fS | ≤ λ0 for µ-a.e.x ∈ S
∖⋃

j

S
(1)
j .

Moreover,

∑
j

µ
(
S
(1)
j

)≤ C
∑
j

µ
(
B
(
xj ,rj

))≤ Cµ(U)≤ CA

λ0
µ(S)= A′

λ0
µ(S).

Now, we do the same construction for eachS
(1)
j . Again∣∣∣f (x)−f

S
(1)
j

∣∣∣≤ λ0 for µ-a.e.x ∈ S
(1)
j

∖⋃
i

S
(2)
i ,

and therefore for these points

|f (x)−fS | ≤
∣∣∣f (x)−f

S
(1)
j

∣∣∣+ ∣∣∣f
S
(1)
j

−fS

∣∣∣≤ λ0+c0λ0 ≤ 2c0λ0 := 2λ1.

It is clear (takingλ0= 2A′) that

µ

(⋃
i

S
(2)
i

)
≤
∑
j

A′

λ0
µ
(
S
(1)
j

)≤ (A′

λ0

)2
µ(S)= 2−2µ(S).

By continuing this process, we would finish the proof.
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Recently, in [B] and [MP], other correct proofs of the John-Nirenberg inequality
for homogeneous-type spaces have been presented.
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